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Ozet

Bu ¢aligma, derin 6grenme tabanli Yapay Zeka (YZ) sistemlerinin adli goriintii analizlerinde
kullanimu ile bu sistemlerin ceza muhakemesi hukuku agisindan delil niteligini disiplinlerarasi bir
bakis agisiyla ele almaktadir. YZ destekli analizlerin teknik kapasitesine ragmen, bu sistemlerin
hukuki gegerliligi; hukuka uygunluk, seffaflik, denetlenebilirlik, agiklanabilirlik ve kisisel veri
korumast gibi temel ilkeler dogrultusunda degerlendirilmelidir. Caligmada 6ncelikle derin 6grenme
temelli goriintl isleme teknikleri 6zetlenmis, ardindan bu tekniklerin ceza yargilamasinda delil
elde etme ve degerlendirme siireclerine etkisi incelenmistir. Tlirk hukukunda delil serbestisi ilkesi
kapsaminda YZ ile elde edilen verilerin hukuki gecerliligi Anayasa, CMK ve Kisisel Verilerin
Korunmasi Kanunu (KVKK) ¢er¢evesinde analiz edilmis; sokakta bulunan kameralardan yiiz tanima
ve giivenlik kamerasi goriintiisii gibi veri tiirlerinin mahkemede kullanilabilirligine iligkin kriterler
tartigilmstir. Ayrica Avrupa Insan Haklart Mahkemesi, Avrupa Birligi Al Act ve ABD Daubert
standardi ¢ergevesindeki uygulamalarla karsilastirmali analiz yapilmis; Tiirkiye’deki diizenleme
eksikliklerine dikkat ¢ekilmistir. YZ nin “kara kutu” yapisinin savunma hakki ve adil yargilanma
ilkeleriyle yaratabilecegi ¢eliskiler agiklanmis ve agiklanabilir yapay zeka yaklasimlarinin dnemi
vurgulanmistir. Sonug olarak ¢alismada, YZ tabanli adli sistemlerin hukuk diizeniyle uyumlu
entegrasyonu i¢in yasal diizenleme, bilirkisi egitimi, etik ilkeler ve insan denetimi gibi 6neriler
sunulmustur. Bu yoniiyle ¢alisma, teknik ve hukuki boyutlar birlikte ele alarak alandaki 6zgiin
bir boslugu doldurmay1 hedeflemektedir.

Anahtar Kelimeler: Yapay zeka, derin 6grenme, goriintii analizi, adli bilisim, delil niteligi, Al
act, daubert standardi

Abstract

This study examines the use of deep learning-based Artificial Intelligence (Al) systems in forensic
image analysis and their evidentiary value under Turkish Criminal Procedure Law from an
interdisciplinary perspective. Despite the technical capacity of Al-supported analyses, their legal
admissibility must be assessed within the framework of key legal principles such as lawfulness,
transparency, auditability, explainability, and personal data protection. The study first outlines
deep learning-based image processing techniques and then analyzes their impact on the processes
of obtaining and evaluating evidence in criminal proceedings. Within the scope of the principle
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of freedom of evidence in Turkish law, the legal validity of data obtained through Al systems is
evaluated in light of the Constitution, the Criminal Procedure Code (CMK), and the Law on the
Protection of Personal Data (KVKK). Specific attention is given to the admissibility of data types
such as facial recognition and CCTV footage in court. Furthermore, a comparative legal analysis
is conducted with reference to the practices of the European Court of Human Rights, the European
Union Al Act, and the Daubert standard in the United States, highlighting the regulatory gaps in
Turkish law. The study also explains how the “black box” nature of

Al may conflict with the right to defense and the principle of a fair trial, emphasizing the
importance of Explainable Al in addressing these concerns. In conclusion, the study offers
structural recommendations and a model for the integration of Al-based forensic systems in
compliance with legal norms, including legal regulations, expert training, ethical guidelines,
and human oversight. By addressing both technical and legal aspects, the study aims to fill a
significant gap in the literature.

Keywords: Artificial intelligence, deep learning, image analysis, forensic informatics, evidentiary
value, Al act, daubert standard

GIRIS

Dijital teknolojilerin bas dondiiriicii bir hizla gelismesi, hukuk sistemlerini
de kagimilmaz bi¢imde doniistiirmekte ve yeniden yapilandirmaya zorlamaktadir.
Bu doniisiimiin en belirgin sekilde hissedildigi alanlardan biri olan adli biligim,
glinlimiizde artik sadece dijital izlerin toplanmas1 veya basit veri kurtarma is-
lemleriyle sinirli kalmayip, biiylik veri (big data) analitigi ve yapay zeka (YZ)
algoritmalariyla desteklenen ¢ok katmanli bir inceleme alanina doniigsmiistiir.
Ozellikle derin 6grenme (deep learning) teknikleri, bu alanda radikal degisimlere
yol agmakta; gorsel verilerin daha etkin, hizli ve insan hatasindan arindirilmis
bicimde analiz edilmesini miimkiin kilmaktadir. Olay yeri incelemeleri, giiven-
lik kameras1 kayitlari, insansiz hava araglar1 (drone) ile elde edilen goriintiiler
gibi ¢ok cesitli gorsel veri kaynaklari, artik yalnizca saklanmakla kalmamakta;
bu veriler lizerinde Convolutional Neural Networks (CNN), YOLO (You Only
Look Once) ve U-Net gibi yapilar kullanilarak siniflandirma, nesne tanima ve
segmentasyon islemleri gergeklestirilmektedir. Bu yontemler, kimi zaman insan
goziiyle fark edilemeyecek derecede kiigiik detaylar1 ortaya koymakta ve olayin
¢oziimiine dair yeni delil unsurlarin1 goriiniir kilabilmektedir. Derin 6grenme te-
melli bu analizler, fail tespiti, sug tipinin belirlenmesi ve olayin zaman-mekan es-
lesmelerinin yapilmasi gibi adli siireglerde arastirmacilara ve kolluk kuvvetlerine
onemli kolayliklar saglamaktadir. Derin 6grenme algoritmalarinin karar verme
siireclerinin genellikle “kutunun ici kara” (black box) niteliginde olmasi, yani
sistemin nasil bir islem basamagiyla sonuca ulastiginin disaridan izlenememesi
veya agiklanamamasi, 6zellikle ceza muhakemesi agisindan ciddi sorunlara yol
agmaktadir. Zira ceza muhakemesi hukukunda delil serbestisi ilkesi kabul edil-
mekle birlikte, bu ilke hukuka aykir1 yollarla elde edilen delillerin yargilamada
kullanilamayacagi kurali ile sinirlandirilmigtir. Mahkeme huzuruna gelen her tiir
verinin delil olarak kabulii, sadece teknik dogrulugu ile degil; hukuka uygunluk,
seffaflik, denetlenebilirlik ve insan denetimi gibi temel yargisal ilkelerle de bire-
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bir iliskili olmalidir. Bu baglamda, yapay zeka tarafindan otomatik olarak analiz
edilen gorsellerin mahkemelerde delil olarak kullanilabilirligi, yalnizca teknik
bir mesele degil; ayn1 zamanda ciddi bir hukuki mesruiyet problemidir. Mahke-
melerin ve hakimlerin bu tiir teknolojik ¢iktilar1 delil olarak kabul ederken nelere
dikkat etmesi, bilirkisilik kurumunun nasil bir rol tistlenmesi ve sistemlerin yargi
denetimine ne dl¢iide agik olmasi gibi sorular, bu teknolojilerin yargi sistemine
entegrasyonunda cevaplanmasi gereken baglica sorun alanlarini olusturmaktadir.
Bu caligma, oncelikle derin 6grenme tabanli goriintii analiz teknolojilerinin adli
bilisim alanindaki kullanim bigimlerini ve teknik yapilarini aciklamakta; ardin-
dan bu teknolojilerin Tiirk Ceza Muhakemesi Hukuku ¢er¢evesinde delil niteligi
tasiy1p tasimadigini tartismaktadir. Karsilastirmali hukuk baglaminda 6zellikle
Avrupa Insan Haklar1 Mahkemesi kararlar1 ve bazi Avrupa iilkelerinin diizenle-
meleri de goz oniinde bulundurularak, yapay zeka destekli analizlerin yargi sii-
re¢lerinde hukuki gecerliligi, kanit degeri ve hak ihlali riski ¢cok yonlii bi¢imde
degerlendirilecektir. Son olarak, bu sistemlerin adil yargilanma hakk: ve savunma
hakki baglaminda ne tiir etkiler dogurdugu, hakimin takdir yetkisi ve bilirkisilik
kurumu baglaminda kapsamli bir incelemeye tabi tutulacaktir. Yapay zeka des-
tekli analizlerin ceza muhakemesi siireglerine etkisine dair literatiir heniiz yeni
gelismekte olmakla birlikte, konuya iliskin disiplinler arasi ¢aligmalar dikkat
¢ekmektedir. Goodman ve Flaxman (2017), yapay zeka algoritmalarinin “black
box” yapisinin hukuk sisteminde seffaflik ve agiklanabilirlik sorunlarina neden
oldugunu ortaya koyarken,!; Zarsky (2016), otomatik karar alma sistemlerinin
yargisal denetime agilmasi gerektigini vurgulamistir?. Tiirk hukuk literatiiriinde,
ceza muhakemesinde dijital delillerin degerlendirilmesine iligkin hukuki sorunlar
ele alinmakta; bu ¢ercevede delil serbestisi ilkesinin sinirlari ile delillerin deger-
lendirilmesinde yargicin rolii ayrintili bigimde incelenmektedir. Ayrica Europe-
an Union Agency for Fundamental Rights (FRA) tarafindan yayimlanan 2020
tarihli raporda, yapay zeka destekli analizlerin mahkemelerde kullanilmasinin
insan haklar1 agisindan dogurabilecegi risklere dikkat cekilmistir®. Ote yandan,
Szegedy et al. (2015), derin 6grenme tekniklerinin 6zellikle goriintli tanima ve
siniflandirmadaki basarilarina dikkat cekmekte*; Redmon et al. (2016) tarafindan
gelistirilen YOLO modeli, gercek zamanli nesne tespiti baglaminda adli bilisim

Goodman, B., & Flaxman, S. (2017). European Union regulations on algorithmic decision-making
and a “right to explanation”. Al Magazine, 38(3), 50-57.

Zarsky, T. Z. (2016). The trouble with algorithmic decisions: An analytic road map to examine
efficiency and fairness in automated and opaque decision making. Science, Technology, & Human
Values, 41(1), 118-132.

3 European Union Agency for Fundamental Rights (FRA). (2020). Getting the future right — Artificial
intelligence and fundamental rights. Publications Office of the European Union.

Szegedy, C., Liu, W,, Jia, Y., et al. (2015). Going deeper with convolutions. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 1-9.
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uygulamalari agisindan 6n plana ¢ikmaktadir®. Gorlintli segmentasyonu ve detayli
veri igleme alaninda yaygin kullanilan U-Net (Ronneberger et al., 2015) mimarisi
de olay yeri incelemelerinde yiliksek dogruluklu analizler saglamasi nedeniyle
literatiirde sikga referans verilen modeller arasindadir.®

I. PROBLEM VE BULGULAR
A. Veriler ve Bulgular

Makalenin yontemsel biitiinliigiinii saglamak amaciyla, derin 6grenme tabanli
adli goriintii analizlerinde kullanilan gorsel verilerin kaynagi, elde edilme usul-
leri ve hukuki niteligi agik¢a tanimlanmistir. Bu kapsamda, ceza sorusturmasi
stirecinde goriintli verilerinin elde edilmesi, veriyi toplayan aktorlere ve yasal
dayanaklara gore farklilik gostermektedir:

Adli Kolluk (Polis ve Jandarma): 5271 sayili CMK’nin 161. maddesi ve ilgili
hiikiimleri uyarinca yiiriitiilen sorusturma agamasinda, giivenlik kameralarina ait
Kapali Devre Kamera Sistemleri (KGYS), Plaka Tanima Sistemleri (PTS), insan-
s1z hava araglar1 (IHA—drone) goriintiileri ve olay yeri fotograflar1 gibi kayitlar
resmi delil elde etme faaliyeti kapsaminda toplanmaktadir.

Ozel Kisiler ve Tiizel Kisiler (Isletmeler, Magazalar, Apartman Y dnetimleri):
Bu aktorler, sugla baglantili olaydan dnce ticari, giivenlik veya isletme giivenligi
amactyla goriintii kaydi almaktadir. Ancak bu kayitlarin ceza muhakemesi kap-
saminda kullanilabilmesi, cumhuriyet savcisinin talimati, hakim karari veya veri
sahibinin rizas1 gibi hukuki kosullarin gergeklesmesine baglidir.

Gergek Kisiler (Bireyler): Cep telefonu, arag i¢i kamera, sosyal medya veya
benzeri araglarla elde edilen goriintiiler, delil serbestisi ilkesi kapsaminda deger-
lendirilmekle birlikte, goriintiiniin elde edilme seklinin hukuka uygun olmasi ve
kisisel verilerin korunmas: yiikiimliiliiklerinin ihlal edilmemis olmas1 zorunlu-
dur. Aksi durumda goériintii, CMK m. 206/2-a geregince hukuka aykir1 delil ni-
teligi kazanir.

Bu kapsamda, uygulamada karsilasilan temel sorunlar su sekilde somutlastiriimaktadir:

Delil Biitiinliigii Kaydi (Chain of Custody) Eksiklikleri: Gorsel verilerin elde
edilme, muhafaza ve analiz siirecine iliskin kayitlarin usuliine uygun tutulmama-
s1, delilin giivenilirligini zayiflatmaktadir.

Yapay Zeka Entegrasyon Standartlarinin Bulunmamasi: Kolluk birimlerinde
derin 6grenme tabanli analizlerin uygulanmasina dair ulusal standartlar bulun-
madigindan, teknik raporlar arasinda yontemsel farkliliklar ortaya ¢ikmaktadir.

> Redmon, J., Divvala, S., Girshick, R., & Farhadi, A. (2016). You Only Look Once: Unified, Real-
Time Object Detection. In Proceedings of the IEEE CVPR.

& Ronneberger, O., Fischer, P., & Brox, T. (2015). U-Net: Convolutional Networks for Biomedical
Image Segmentation. In International Conference on Medical Image Computing and Computer-
Assisted Intervention (MICCALI), Springer.
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Goriintii Kaynagima Gore Hukuki Yetki Farkliliklari: Ozel kameralar ile kamuya
ait KGYS/PTS kayitlar arasinda, erisim ve kullanim agisindan yetki farkliliklar:
bulunmakta; bu durum delilin hukuka uygunlugunu etkilemektedir.

Biyometrik Verilerin Ozel Nitelikli Veri Niteligi: Yiiz tanima ve benzeri algo-
ritmalarla islenen biyometrik veriler, KVKK m. 6 uyarinca “6zel nitelikli kisisel
veri” kapsaminda degerlendirildiginden, acik riza veya kanuni istisna bulunmak-
sizin iglenmeleri hukuka aykirilik teskil etmektedir.

Ceza muhakemesinde yapay zeka destekli goriintii analizine konu olan gorsel
verilerin delil niteligi, verinin kaynagina ve elde edilme bi¢imine goére farkl
hukuki sonuglar dogurmaktadir. Kamuya ait gdzetim sistemleri olan KGYS ve
PTS kayitlari, Cumhuriyet savcisinin talimati dogrultusunda ve kamu giivenligi
amaciyla elde edildiginde hukuka uygun kabul edilmekte; bu nedenle ceza mu-
hakemesinde yiiksek diizeyde delil niteligi tagimaktadir. Bu goriintiilerin temini
ve analizi, kamu otoritesi tarafindan gergeklestirildigi icin hem elde etme hem de
isleme siirecinde hukuka uygunluk varsayimi daha giigliidiir.

Ozel isletmelere ait kamera kayztlari ise, ticari faaliyet veya isletme giivenli-
gi amaciyla dnceden kaydedilmis goriintiilerden olusmaktadir. Bu kayitlarin adli
siirecte delil olarak kullanilabilmesi i¢in hakim karariyla temin edilmesi veya go-
rlintlisli bulunan kisiden agik riza alinmasi gerekmektedir. Bu nedenle s6z konusu
verilerin delil degeri “orta diizeyde” kabul edilmekte; hukuka uygunluk saglan-
madig1 halde delil niteligini kaybetmektedir.

Kisisel cihazlarla elde edilen goriintiiler (cep telefonu, ara¢ kamerasi, kisi-
sel kamera vb.) agisindan ise delil olarak kullanilabilirlik, verinin hukuka uygun
bi¢imde elde edilip edilmedigine baglidir. Bu goriintiiler riza, mesru amag veya
savcilik/hakim izni gibi sartlarla hukuka uygun héle getirildiginde delil olarak de-
gerlendirilebilmektedir. Dolayisiyla bu kaynagin delil niteligi her olay acisindan
degiskenlik gostermektedir.

Drone ve insansiz hava araglar1 (IHA) ile elde edilen goriintiilerin delil olarak
kabulii, yetkili makamlarin izni, 6l¢iiliiliik ilkesi ve kamusal yarar sartlarinin bir
arada bulunmasina baghdir. izinsiz veya bireylerin mahrem alanlarini kapsayacak
sekilde elde edilen drone goriintiileri hukuka aykirt hale gelmekte, bu nedenle s6z
konusu veri kaynagi ceza muhakemesinde sinirl delil degerine sahip olmaktadir.

Son olarak, sosyal medya platformlarindan elde edilen gorseller, hukuka uygun
veri isleme kosullar1 ger¢eklesmedigi siirece delil niteligi tasimamaktadir. Goriin-
tiisii bulunan kisinin rizasinin bulunmamasi veya hukuki dayanagin olmamasi ha-
linde, sosyal medya verileri hukuka aykir1 delil olarak kabul edilmekte ve CMK
m. 206/2-a uyarinca yargilamada kullanilamamaktadir.

Ceza muhakemesinde yapay zeka destekli goriintii analizi siireclerinin uygulan-
mas1, yalnizca teknik kapasiteye degil; ayn1 zamanda hukuka uygunluk, delil giive-
nilirligi ve savunma hakki gibi temel ilkelerle uyum i¢inde yiiriitilmesine baglhdir.
Bu baglamda, uygulamada ¢esitli yapisal ve hukuki sorunlarla karsilagilmaktadir.

Yil: 17, Sayr: 65 (Ocak 2026)
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Oncelikle, bircok yapay zeka sistemi tescilli ve kapali kaynakli algoritmalar
kullanmaktadir. Bu durum, algoritmanin isleyisine, hata payina veya karar verme
mantigina taraflarca erigilebilmesini giiglestirmekte; 6zellikle savunma makaminin
delilin teknik yapisini sorgulama imkanini ortadan kaldirarak savunma hakkinin
ihlaline yol acabilmektedir. Kapali sistemlerin denetlenebilir olmamasi, delilin
seffaflik kriterini karsilamamasina neden olmaktadir.

Bunun yaninda, kullanilan derin 6grenme modellerinde veri 6nyargisi (algo-
rithmic bias) bulunabilmektedir. Modelin egitildigi veri setinde belirli etnik veya
sosyoekonomik gruplarin agirlikta olmasi, yapay zekanin bu gruplara yonelik
ayrimci sonuglar tiretmesine sebep olabilmektedir. Bu durum, ceza muhakeme-
sinde esitlik ilkesini zedeleyerek etnik temelli ayrimcilik riskini artirmakta ve
delilin giivenilirligini tartigmal1 hale getirmektedir.

Bir diger sorun, goriintii verilerinin elde edilme, muhafaza edilme ve analiz
edilme asamalarina iliskin siire¢lerin ¢cogu zaman delil zinciri (chain of custody)
cercevesinde kayit altina alinmamasidir. Delilin hangi asamada kim tarafindan
islendigi veya aktarildigi yoniindeki belirsizlikler, delilin degistirilmis olabile-
cegi sliphesini dogurmakta; bu durum delil biitiinliigiiniin korunmasini tehlikeye
sokmaktadir.

Ayrica, kolluk personelinin yapay zeka temelli sistemlerin isleyisi ve rapor-
lanmasina iliskin yeterli teknik bilgiye sahip olmamasi, yargilamanin biiyiik
Ol¢iide bilirkisilere bagimli yiiriitiilmesine neden olmaktadir. Bu durum, bilirkisi
raporlarinin “bagimsiz bilimsel degerlendirme” niteliginden uzaklasmasi halinde,
hakimin kanaat olusturmasini olumsuz etkileyebilir.

Son olarak, sosyal medya platformlarindan hukuka aykiri bi¢imde elde edilen
goriintiilerin yapay zeka sistemlerine aktarilmasi ve analiz edilmesi, elde edilen
tim sonuclarin hukuka aykirilik sebebiyle sakatlanmasina yol agmaktadir. Bu
durum, “zehirli agacin meyvesi de zehirlidir” ilkesi geregince delil zehirlenmesi
sonucunu dogurmakta ve teknik olarak dogru olsa bile bu delillerin yargilamada
kullanilmasina engel teskil etmektedir.

B. Kullanilan Derin Ogrenme Mimarileri

Yapay zekanin alt dali olan derin 6grenme (deep learning), 6zellikle biiyiik
veri kiimelerinin Oriintiileri izerinden 6ngoriide bulunabilen, ¢ok katmanli yapay
sinir aglarina dayali bir 6grenme sistemidir.” Adli bilisim baglaminda bu tekno-
lojiler, 6zellikle goriintii analizi alaninda 6nemli olanaklar sunmaktadir. Olay yeri
fotograflari, giivenlik kamerasi kayitlari, insansiz hava araglarindan elde edilen
gorintiiler gibi yliksek hacimli ve ¢esitli gorsel verilerin islenmesinde, derin 6g-
renme mimarileri biiyilik 6l¢iide insan giiciiniin yerini alabilmektedir®. Bu bag-

7 Yann LeCun, Yoshua Bengio and Geoffrey Hinton, ‘Deep learning’ (2015) 521 Nature 436.

8 Olga Russakovsky and others, ‘ImageNet Large Scale Visual Recognition Challenge’ (2015) 115
ICV 211.
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lamda, 6zellikle Convolutional Neural Networks (CNN), YOLO (You Only Look
Once) ve U-Net gibi mimariler; goriintiideki nesnelerin tespiti, siniflandirilmasi
ve segmentasyonu gibi islemleri yiikksek dogrulukla gerceklestirebilmektedir®.

Adli bilisim uygulamalarinda yapay zeka destekli goriintii analizlerinin ba-
sarisi, biiyiik 6l¢lide kullanilan derin 6grenme mimarilerinin dogruluk, hiz ve
baglamsal algilama kabiliyetine baglidir. Bu baglamda 6zellikle Convolutional
Neural Networks (CNN), U-Net ve YOLO (You Only Look Once) gibi mimari-
ler 6n plana ¢ikmaktadir.

1. Evrisimli Sinir Aglari (Convolutional Neural Networks (CNN))

Convolutional Neural Networks (Evrisimli Sinir Aglar1), goriintii isleme ve
analiz alanlarinda devrim niteliginde bir gelisme saglayan ¢ok katmanli derin 6g-
renme mimarilerindendir.’* Oznitelikler, daha iist diizey katmanlarda birlestirile-
rek nesne tanima, siniflandirma ve yer tespiti gibi islemlerin gerceklestirilmesini
miimkiin kilar.? Ozellikle etiketli veriyle ¢aligabilen denetimli 8grenme modelleri
arasinda CNN’ler, goriintii verisine dayali adli analizlerde yiiksek dogruluk oran-
lartyla 6ne ¢ikmaktadir.®®* Bu baglamda baslica kullanim alanlar1 su sekildedir:

* Fail Tanimlama: CNN’ler, giivenlik kameras: goriintiilerinden elde edilen
yiiz verilerini 6nceden kayitli biyometrik veri tabanlariyla karsilastirarak siip-
heli tespitinde kullanilmaktadir.** Olay Yeri Analizi: Olay yerinden elde edilen
goriintiilerde yer alan silah, ayakkabi izi, arac¢ gibi ¢evresel objelerin siniflandi-
rilmasi ve konumlandirilmasi, CNN tabanli sistemlerle otomatik hale getirile-
bilmektedir.** Delil biitiinligliniin denetimi, dijital goriintiiler izerinde oynanip
oynanmadigimin anlasilmasi, yani manipiilasyon tespiti, CNN modellerinin hassas
oznitelik ¢ikarma kapasitesi sayesinde yapilabilmektedir.!* CNN mimarisi, klasik

9 Joseph Redmon and others, “You Only Look Once: Unified, Real-Time Object Detection’ in 2016
IEEE Conference on Computer Vision and Pattern Recognition (CVPR) (IEEE 2016).

Olaf Ronneberger, Philipp Fischer and Thomas Brox, ‘U-Net: Convolutional Networks for Biomedical
Image Segmentation” in Medical Image Computing and Computer-Assisted Intervention —- MICCAI
2015 (Springer 2015); Joseph Redmon and others, “You Only Look Once: Unified, Real-Time Object
Detection’ in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR) (2016);

1 Yann LeCun, Yoshua Bengio and Geoffrey Hinton, ‘Deep learning’ (2015) 521 Nature 436..

12

10

Karen Simonyan and Andrew Zisserman, ‘Very Deep Convolutional Networks for Large-Scale
Image Recognition’ (2015) arXiv:1409.1556 https://arxiv.org/abs/1409.1556 accessed 6 June
2025.

13 Jia Deng and others, ‘ImageNet: A Large-Scale Hierarchical Image Database’ (2009) IEEE
Conference on Computer Vision and Pattern Recognition 248.

Omkar M Parkhi and others, ‘Deep Face Recognition’ (2015) British Machine Vision Conference
(BMVC).

Jonathan Long, Evan Shelhamer and Trevor Darrell, ‘Fully Convolutional Networks for Semantic
Segmentation’ (2015) CVPR 3431.

16 Francesco Marra and others, ‘Detection of GAN-Generated Fake Images Using CNN’ (2018) IEEE
International Conference on Multimedia and Expo (ICME).

14

15
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goriintii isleme yontemlerine kiyasla daha az insan miidahalesine ihtiya¢ duymak-
ta ve “transfer 6grenme” imkani sayesinde daha kii¢iik ve sinirli veri kiimeleri
iizerinde dahi yiiksek dogrulukla calisabilmektedir.” Ozellikle 6nceden egitilmis
modellerin (6rnegin VGG16, ResNet50 gibi) belirli adli vakalara uyarlanmast,
egitimin maliyetini ve siiresini diisiiriirken, adli tespitlerin standardize edilme-
sini de kolaylastirmaktadir.*®

Tablo 1. CNN Mimarisi Kullanim Ornekleri (Zhang ve Zhao, 2021)

Kullanim Alani Olay/Ornek Vaka Uygulama Aciklamasi Kaynak
Rt e | RS | Ol | e
Tanima) & y ark. (2015)

Bombal1 Saldiris1 | algoritmalari ile fail tespiti

CNN tabanli analiz ile

Dijital Qpruntu(;@ 2.020.H1ndlstan sahte video tespiti, dudak Verdoliva,
Sahtecilik Tespiti Siyasi Deepfake senkronizasvonu ve L. (2020)
(Deepfake) Vakasi M '

g0orilintli parazitleri analizi

CNN ile olay yerinde
Kurgu Vaka silah, kovan ve objelerin
otomatik siniflandirilmasi

Zhang, ve
ark. (2019)

Nesne Siiflandirmasi
ve Olay Yeri Analizi

Yapay zeka destekli adli goriintii analizlerinin etkinligi, somut 6rneklerle daha
iyi anlasilabilir. Yiiz tanima yoluyla fail tespiti, 2013 Boston Maratonu saldiris1
orneginde oldugu gibi, giivenlik kamerasi goriintiilerinden elde edilen verilerin bi-
yometrik sistemlerle karsilastirilmasi yoluyla faillerin hizli sekilde teshis edilmesini
miimkiin kilmaktadir.*® Dijital goriintiilerde sahtecilik tespiti, 6zellikle deepfake
teknolojisinin yayginlagmasiyla 6ne ¢ikmis; derin 6grenme tabanli sistemler sa-
yesinde gorsel manipiilasyonlar tespit edilerek sahte dijital delillerin ayiklanmasi
saglanmistir.2 Ote yandan, olay yeri goriintiilerinin otomatik analizi kapsaminda

7" Sinno Jialin Pan and Qiang Yang, ‘A Survey on Transfer Learning’ (2010) 22(10) IEEE Transactions
on Knowledge and Data Engineering 1345.

18 Kaiming He and others, ‘Deep Residual Learning for Image Recognition’ (2016) CVPR 770.

9 Brendan Klare, Anil K Jain and Kevin W Bowyer, ‘Face Recognition Performance: Role of

Demographic Information’ (2015) 7(6) IEEE Transactions on Information Forensics and Security
1789 https://doi.org/10.1109/TIFS.2015.2431802.”Derin 6grenme mimarilerinden biri olan
Convolutional Neural Networks (CNN), biiyiik 6l¢ekli gorsel verilerde siniflandirma ve tanima
islemleri gergeklestirme kapasitesi ile 6ne ¢ikmaktadir. 2013 yilinda ABD’nin Boston kentinde
diizenlenen maraton sirasinda gerceklestirilen bombali saldirinin ardindan, olay yerinde toplanan
cok sayida giivenlik kamerasi goriintiisti analiz edilmistir.

20 Luisa Verdoliva, ‘Media Forensics and DeepFakes: An Overview’ (2020) 7 IEEE J Sel Top Signal
Process 116. “Son yillarda yapay zeka teknolojileri kullanilarak iiretilen sahte goriintii ve videolar
(6rnegin deepfake igerikleri), adli bilisim agisindan yeni sorun alanlart dogurmustur. 2020 yilinda
Hindistan’da meydana gelen bir olayda, sosyal medya platformlarinda yayilan bir videoda bir
siyaset¢inin sug itirafinda bulundugu iddia edilmisti. CNN mimarisi temel alinarak gelistirilen
adli gorlintii analiz sistemleri sayesinde, ilgili videoda dudak hareketleri, gdlge yapilari ve yiiz
mimikleri incelenmis ve goriintiiniin sahte oldugu ortaya konulmustur.
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gelistirilen kurgu vakalarda, U-Net gibi mimariler ile ¢evresel nesnelerin sinif-
landirilmas1 ve mekansal iligkilendirmesi yapilmis; boylece uzman miidahalesine
gerek kalmadan yiiksek dogrulukta kriminal analizler elde edilmistir.?!

2. U-Net

U-Net, 6zellikle segmentasyon gorevlerinde bagarili bir mimaridir. Segmen-
tasyon, bir goriintliyli piksel diizeyinde anlamlandirmay1 hedefler. Yani, yalnizca
nesnenin varligini degil, konumunu ve sinirlarini da kesin olarak belirler.

U-Net, verinin hassasligi ve detay yogunlugu nedeniyle yiiksek ¢oziiniirliikte
caligabilen mimarilerdendir. Bu da, 6zellikle sugun nasil islendigine dair mekansal
analiz yapilmasini saglar. Ornegin; bir kan lekesinin yayilma bigimi {izerinden
failin konumu veya hareket yonii hakkinda ¢ikarimda bulunmak miimkiindiir.?
UNet ile Kan Lekesi Tespiti ve Dagilim Analizi: Almanya Adli Tip Vakasi?,
Parmak izi Segmentasyonu ve Mikrodetay Analizi: ABD Federal Kriminal La-
boratuvari Ornegi?*, Mikroobjelerin Gériintiiden Ayristirilmast: Tiirkiye — Kagak
Silah Pargasi Tespiti Ornegi (Kurgu Vaka)? yapilmstir.

% Xinyu Zhang and others, ‘Image Tampering Detection and Localization through Clustering of

Camera Inconsistencies’ (2019) 14, Information Forensics and Security, IEEE Transactions on
2425. “Goriintii isleme tekniklerinin adli bilisimdeki bir diger 6nemli uygulama alani, olay yeri
goriintiilerinin nesne smiflandirmasi yoluyla analiz edilmesidir. Kurgu olarak tasarlanan bir vakada,
silahl1 bir saldirt sonrasinda elde edilen giivenlik kamerasi goriintiilerinde failin dogrudan teshisi
miimkiin olmamistir. Ancak goriintiilerde yer alan bazi metal objelerin —6rnegin bos kovan, silah
ve cep telefonu gibi delil niteligi tagryan materyallerin— otomatik olarak tanimlanmas gerekmistir.

22 QOlaf Ronneberger, Philipp Fischer and Thomas Brox, ‘U-Net: Convolutional Networks for Biomedical

Image Segmentation’ (2015) arXiv preprint arXiv:1505.04597 https://arxiv.org/abs/1505.04597
accessed 6 June 2025.

H Jansen, F Kriiger and K Bittner, ‘Application of deep learning for bloodstain pattern recognition
in crime scene investigation’ (2021) 24 Forensic Imaging 110-117 https://doi.org/10.1016/].
11.2021.200123 accessed 6 June 2025 “U-Net mimarisi, 6zellikle piksel diizeyinde segmentasyon
gerektiren gorlintii analizlerinde tistiin performans gostermektedir. 2021 yilinda Almanya’da yiiriitiilen
bir cinayet sorusturmasinda, olay yerinde bulunan kan lekelerinin dagilimi, yonii ve boyutlar: U-Net
tabanli bir segmentasyon modeli araciligiyla incelenmistir. Bu sistem, goriintiilerdeki farkli sivi
izlerini ayristirarak sadece kana ait lekeleri yiiksek dogrulukla belirleyebilmistir.

23

24

Y Zhang and F Liu, ‘Minutiae Extraction from Low-Quality Fingerprints Using U-Net Based Deep
Segmentation Network’ (2020) 65(2) Journal of Forensic Sciences 398 https://doi.org/10.1111/1556-
4029.14189 accessed 6 June 2025.”Parmak izi analizleri, uzun yillardir adli delil elde etmede
temel araclardan biri olmustur. ABD’de bir federal kriminal laboratuvarinda gergeklestirilen bir
caligmada, diisiik kaliteli parmak izi goriintiileri U-Net mimarisiyle analiz edilmis ve her bir parmak
izi desenine ait minutiae (ug¢ noktalar, ¢atallanma bolgeleri gibi ayirt edici mikro detaylar) yiiksek
dogrulukla ¢ikarilmugtir.

25

J Wang, L Chen and D Xu, ‘Micro-Object Detection in Forensic Imaging Using Enhanced U-Net
Segmentation’ (2019) 28 Digital Investigation 45 https://doi.org/10.1016/j.diin.2019.01.005.
“U-Net mimarisi, olay yerindeki kii¢iik ve genellikle gozle fark edilmesi zor pargalarin belirlenmesi
acisindan da etkilidir. Tiirkiye’de kurgusal olarak ele alinan bir adli vaka senaryosunda, kagak
silah imalatinda kullanilan kii¢iik ¢apli metal pargalarin, olay yeri goriintiilerinden segmentasyon
yoluyla ayristirilmasi gerekmistir. Bu uygulama sonucunda, adli ekiplerin manuel olarak gézden
kagirabilecegi pargalar saptanmis ve delil biitiinliigii saglanmustir.
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T
3. YOLO (You Only Look Once) Mimarisi

YOLO, ger¢ek zamanli nesne tanima algoritmalar: arasinda en hizli ve etkin
olanlardan biridir. Temel ¢aligma prensibi, goriintiiyii tek bir geciste (single pass)
analiz ederek birden fazla nesneyi es zamanl tespit etmektir.26 Adli goriintii ana-
lizinde YOLO mimarisi su islevleri tistlenebilir:

Kalabalik ortamlarda siipheli takibi: Aligveris merkezleri, havaalanlar1 gibi
insan yogunlugu yiiksek alanlarda belirli bir kigiyi ya da nesneyi anlik olarak
tespit edebilir.?”

Tehlikeli nesne tespiti: Videolarda veya fotograflarda silah, kesici alet, uyus-
turucu maddeler gibi su¢ unsuru tasiyan objelerin belirlenmesinde kullanilir.?®

Video analiz otomasyonu: Saatler siiren giivenlik kameras1 kayitlarinin hizl
taranmasini saglayarak zamandan biiyiik 6l¢iide tasarruf saglar.? YOLO mima-
risi ayrica kii¢iik nesne tespiti, ¢oklu hedef izleme ve gece goriis sistemleriyle
entegrasyon gibi alanlarda da gelistirilmektedir. Bu sayede, los 1s1kta veya diisiik
¢Oziinlirliikli kayitlar tizerinde dahi basarili sonuglar elde edilebilmektedir.®

Tablo 3. Karsilagtirmali Degerlendirme: CNN, U-Net ve YOLO’nun Adli Bilisimdeki
Rolii (O’Shea ve Nash, 2015; Ronneberger ve ark., 2015; Redmon ve ark., 2016; Wang
ve ark., 2020; Zhang ve Zhao, 2021)

Mimari Temel islev Adh/ﬁ:ﬂ?mm Avantaj Smirhilik
Yiiz tanima, nesne | Yiiksek dogruluk,
Simiflandirma ve e e . Segmentasyon
CNN tespiti, sahtecilik | transfer learning e
tanima .. .. kabiliyeti sinirli
analizi destegi - i
Piksel bazl Kan/iz analizleri, Yuksek Egltm} S.l.l reet
U-Net . ¢oziintirlik, uzun, biiytk veri
segmentasyon | detayli haritalama o
ayrintili ayristirma ihtiyaci
Kalabalik tarama, -
. .. Kii¢iik nesnelerde
Gergek zamanl video analizi, |Hizli ve eszamanl . <
YOLO .. o . diisiik dogruluk
nesne tespiti tehlikeli nesne analiz riski
tanima

%6 J Redmon, S Divvala, R Girshick and A Farhadi, ‘You Only Look Once: Unified, Real-Time Object
Detection’ (2016) 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
779 https://doi.org/10.1109/CVPR.2016.91 accessed 6 June 2025.

27 7 Wang and others, ‘Real-Time People Tracking in Crowded Scenes Using YOLO and Deep SORT’
(2020) Procedia Computer Science 174 262 https://doi.org/10.1016/j.procs.2020.06.070

2 H Liu and W Wang, ‘Automatic Detection of Suspicious Objects in Security Images Using
YOLOV3’(2019) Journal of Visual Communication and Image Representation 64 102583 https://
doi.org/10.1016/j.jvcir.2019.102583 accessed 6 June 2025.

2 Y Lin, J Zhang and T Ma, ‘YOLO-Based Automatic Video Surveillance System for Public Security’
(2021) Forensic Science International: Reports 4 100229 https://doi.org/10.1016/j.£sir.2021.100229
accessed 6 June 2025.

30 A Bochkovskiy, C-Y Wang and H-YM Liao, ‘YOLOv4: Optimal Speed and Accuracy of Object
Detection’ (2020) arXiv preprint arXiv:2004.10934 https://arxiv.org/abs/2004.10934 accessed 6
June 2025.
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I1. DERIN OGRENME TABANLIANALIZLERIN HUKUKI KABUL
EDILEBILIRLiGI

Derin 6grenme tabanli goriintii analizlerinin ceza muhakemesi siireglerinde
delil olarak kabul edilip edilemeyecegi, Tiirk Ceza Muhakemesi Hukuku’nun
temel ilkeleri olan delil serbestisi, hukuka uygunluk, adil yargilanma hakki ve
yargisal denetlenebilirlik ilkeleri ¢cergevesinde degerlendirilmelidir.?* Her ne kadar
teknolojik araglarla elde edilen veriler, delil toplama ve analiz siire¢lerini hizlan-
dirsa da, bunlarin mahkemede gecerli bir delil sayilabilmesi birtakim hukuki ve
etik gerekliliklere baghdir. Ozellikle otomatik karar alma sistemleri tarafindan
iiretilen analiz ¢iktilarinin denetlenebilirligi ve uzman goriisii ile desteklenme-
si, hem ceza yargilamasinin giivenilirligi hem de sanigin adil yargilanma hakki
acisindan kritik 6nemdedir.*? Derin 6grenme sistemlerinin “kara kutu” niteligi
tasimasi, yani nasil bir ¢ikarima ulasildiginin algoritmik olarak agiklanamamast,
yargisal denetimi ve ¢elismeli yargilama ilkesiyle uyumu zorlastirabilir.

5217 Sayili Tiirk Ceza Muhakemesi Kanunu’na (CMK) gore ceza yargila-
masinda delil serbestisi ilkesi gecerlidir.?* Bu ilke uyarinca hakim, yargilamaya
konu olay hakkinda kanaate varirken, hukuka uygun olarak elde edilmig her tiirlii
delili dikkate alabilir. Ancak bu ilke sinirsiz degildir:

e CMK m. 206/2-a uyarinca hukuka aykiri yolla elde edilen deliller reddedilir.*

e CMK m. 217/2 hikkmiinde ise “yiiklenen su¢, hukuka uygun bir sekilde elde
edilmis her tiirlii delille ispat edilebilir” denilerek delil serbestisinin hukuka
uygunluk sartina baglandig1 agikca belirtilmistir.*

Derin 6grenme sistemleri, igsel isleyis mekanizmalarinin seffaf olmamasi
nedeniyle ceza muhakemesinde delillerin giivenilirligi, denetlenebilirligi ve sa-
migimn haklarmin korunmasi agisindan gesitli sorunlar dogurmaktadir. Ozellikle
asagidaki iic boyut 6nem arz etmektedir:

Izlenebilirlik (Traceability):

¢ Ceza muhakemesinde her delilin elde edilis siireci, hangi asamalardan gegtigi
ve hangi kaynaklardan toplandigi ayrintili bigimde belgelenmelidir.

31 Bahri Oztiirk and Mustafa Ruhan Erdem, Ceza Muhakemesi Hukuku (18th edn, Seckin Yaymcilik
2023) 213.

Hilal Ugur, ‘Yapay Zekanin Ceza Muhakemesi Hukukuna Etkisi ve Hukuka Uygun Delil Kavram1®
(2021) 31 Gazi Universitesi Hukuk Fakiiltesi Dergisi 1279.

Mireille Hildebrandt, Smart Technologies and the End(s) of Law: Novel Entanglements of Law
and Technology (Edward Elgar 2015) 88.

317 Aralik 2004 tarihli ve 25673 sayili resmi gazetede yayimlanan 5217 Sayili TCK m216

¥ CMK, m 206/2-a. “Asagidaki hallerde delil istemi reddolunur: a) Delil, kanuna aykir1 olarak elde
edilmisse.”

36 CMK, m 217/2.“Yiiklenen sug, hukuka uygun bir sekilde elde edilmis her tiirlii delille ispat
edilebilir.”

32

33
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Derin 6grenme modellerinde ise, 6zellikle biiylik 6l¢ekli veri kiimeleri ve oto-
matik 6zellik ¢cikarimi (feature extraction) siiregleri kullanildiginda, delilin
hangi veri noktasindan veya hangi ara islemden kaynaklandiginin net bigimde
izlenmesi gii¢lesir.

Bu da hem delil zincirinin (chain of custody) kopmasina hem de delilin hukuka
uygunluk denetiminin zorlagsmasina neden olabilir.

Yargisal Denetlenebilirlik (Judicial Reviewability):

Ceza muhakemesinde hakim veya bilirkisinin, bir delilin nasil elde edildigini ve
hangi kriterlere dayanarak sonuca varildigini degerlendirme yiikiimliiliigii vardir.

Ancak derin 6grenme algoritmalari, 6zellikle milyonlarca parametre iceren
katmanl1 yapilar1 sebebiyle, karar siireglerini insan akliyla dogrudan takip
edilemeyecek 6l¢lide karmagik hale getirmektedir.

Bu noktada hakim veya bilirkisi, algoritmanin karar mantigini sorgulama im-
kanindan yoksun kalabilir; bu da adil yargilanma hakk: baglaminda ciddi bir
sorun olusturur.

Cogaltilabilirlik (Reproducibility):
Ceza muhakemesinde delilin giivenilirligini saglayan unsurlardan biri, ayni
kosullar altinda tekrarlanan iglemlerin benzer sonuglar iiretmesidir.

Derin 6grenme sistemlerinde ise, egitim verilerindeki kii¢iik farkliliklar, mo-
delin parametre ayarlar1 veya kullanilan donanim ortami bile farkli sonuglar
dogurabilmektedir.

Bu durum, ayni verinin farkli zamanlarda veya farkli uzmanlarca islenmesi
halinde c¢eliskili sonuglar ortaya ¢ikarabilmekte, delilin yargisal giivenilirli-
gini zayiflatmaktadir.

Bu sorularin cevabi olumlu degilse, delilin dogrulugu ve giivenilirligi sorgu-

lanir hale gelir. Ozellikle sam@n sugla iliskilendirilmesinde, yapay zeka destekli
otomatik bir analiz sonucu temel alintyorsa, seffaflik ve hesap verebilirlik ilkesine
riayet edilmesi zorunludur.>

Avrupa Insan Haklar1 Sézlesmesi'nin (AIHS) 6. maddesi uyarinca adil yar-

gilanma hakki, ceza muhakemesi agisindan her bireye degil, yalnizca sug isnadi
altinda bulunan kisilere taninmaktadir.?® Bu hak, ceza yargilamasinda silahlarin
esitligi ve ¢elismeli yargilama ilkesi dogrultusunda saniga su gilivenceleri saglar:

Aleyhine sunulan delillere itiraz etme ve kars1 delil sunma hakki,
Delillerin kaynagini, elde edilis yontemini ve analiz slirecini sorgulama imkani,

Gerekirse uzman goriisiiyle delilin dogrulugunu ¢iiriitme olanag.

37

38

Giiltekin, K., “Yapay Zeka Sistemleri ile Elde Edilen Verilerin Ceza Muhakemesinde Delil Niteligi’
(2022) 8(1) Adli Bilisim Dergisi 112—130.

European Convention on Human Rights (adopted 4 November 1950, entered into force 3 September
1953) ETS No 5, art 6.
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Ancak, yapay zeka destekli analizler yalnizca bir 6zel sirketin geligtirdigi
tescilli ve kapal1 sistem algoritmalarla {iretiliyor ve bu algoritmalarin i¢ isleyi-
sine erigim saglanamiyorsa, savunma hakk: ciddi sekilde zedelenebilir.* Sanik
veya miidafii, bu durumda ne algoritmanin karar alma siirecine ne de kullanilan
verilerin igerigine vakif olabilir.

Bu nedenle ceza muhakemesinde yapay zeka ¢iktilarinin kullanilabilmesi
icin seffaflik, denetlenebilirlik ve hesap verebilirlik ilkeleri ¢er¢evesinde hare-
ket edilmelidir.* Bu noktada bilirkisilik kurumu devreye girmelidir. Yapay zeka
sistemlerinin denetimi, yorumu ve yargiya sunumu siireclerinde teknik uzmanlar
aktif rol listlenerek, hakimin ve taraflarin delil iizerinde tam bir degerlendirme
yapabilmesine olanak tanimalidir.*

A. Derin Ogrenme Sistemlerinde Bilirkisilik Kurumu ve Hakimin Takdir
Yetkisi

Ceza muhakemesi sisteminde, teknolojik uzmanlik gerektiren alanlarda bilir-
kisilik kurumu, delillerin anlagilabilirligini saglamak ve teknik yorumlar1 hukuki
siirece kazandirmak agisindan vazgecilmez bir ara¢ olarak degerlendirilmekte-
dir.®? Derin 6grenme teknolojilerinin adli bilisim alaninda artan kullanimi, bu
sistemlerin irettigi analiz ¢iktilarinin teknik karmasiklig1 géz ontine alindigin-
da, bilirkisiligin roliinii daha da kritik hale getirmektedir.** Yapay zeka temelli
goriintli analizleri yalnizca teknik bir isleme siirecinin {irlinii olmay1p, ayni za-
manda ¢ok katmanli istatistiksel modeller, biiyiik veri kiimeleri ve parametrik
hassasiyet esasli tahminler tiretmektedir.* Bu baglamda mahkemeye sunulan bir
yapay zeka analizinin ne 6l¢iide gercek oldugu, hata payinin ne oldugu, kulla-
nilan verinin kaynagi, egitildigi modelin mimarisi gibi teknik unsurlarin hakim
tarafindan dogrudan yorumlanmasi ¢ogu zaman miimkiin degildir.** Bu nedenle
ozellikle yapay zeka destekli goriintli analizlerinin ceza muhakemesinde delil

39 Sandra Wachter, Brent Mittelstadt and Chris Russell, ‘Why Fairness Cannot Be Automated: Bridging
the Gap Between EU Non-Discrimination Law and AI’ (2021) 41 Computer Law & Security Review
105567.

Mireille Hildebrandt, ‘Law for Computer Scientists and Other Folk’ (Oxford University Press
2020) 155-160.

Karen Yeung, Andrew Howes and Ganna Pogrebna, ‘Al Governance by Human Rights-Centred
Design, Deliberation and Oversight: An End to Ethics Washing’ in Markus D. Dubber, Frank
Pasquale and Sunit Das (eds), The Oxford Handbook of Al Ethics (Oxford University Press 2020).

42 Mirjan R. Damagka, Evidence Law Adrift (Yale University Press 1997) 38—40.

4 Anne Smeets and others, ‘The Role of Forensic Experts in Legal Decision-Making’ (2021) 62
Science & Justice 44.

4 Pedro Domingos, The Master Algorithm: How the Quest for the Ultimate Learning Machine Will
Remake Our World (Basic Books 2015) 108—123.

% Sandra Wachter, Brent Mittelstadt and Luciano Floridi, ‘Why a Right to Explanation of Automated
Decision-Making Does Not Exist in the General Data Protection Regulation’ (2017) 7 International
Data Privacy Law 76.

40

41
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niteligi tasiyip tasimadigi konusunda bilirkiginin agiklamalari, yargilamanin
saglikli yiiriitilmesi agisindan belirleyici niteliktedir. Ancak bilirkisinin islevi
yalnizca teknik bir ¢eviri yapmakla sinirli degildir. Bilirkisinin, kullandig1 yapay
zeka sisteminin hangi kosullarda ¢alistigini, hangi sinirliliklar: barindirdigini ve
hangi giiven diizeyiyle analiz ger¢eklestirdigini agik bicimde mahkemeye sun-
mas1 gerekir.* Bu sunumun nesnel, denetlenebilir ve gerekirse bagska uzmanlar
tarafindan yeniden degerlendirilebilir olmasi, delilin yargilamada kullanilabilirligi
acisindan zaruridir.#” Nitekim teknik bir analizin, 6zellikle sanigin sug¢la dogru-
dan iligkilendirilmesinde belirleyici rol oynamasi1 durumunda, bilirkisilik raporu
neredeyse delilin mesruiyetinin tasiyicist konumuna gelmektedir.** Bu noktada,
hakimin sahip oldugu takdir yetkisi de dnemli bir tartigma alan1 dogurmaktadir.
Ceza yargilamasinda hakim, delilleri serbestce takdir etme yetkisine sahip olmakla
birlikte, bu takdir yetkisi mutlak degildir.* Hakimin, teknik uzmanlik gerektiren
bir konuda bilirkisi raporuna dayanarak kanaat olusturmasi hukuken miimkiindiir;
ancak bu kanaat, raporun yalnizca sonug¢ kismina degil, kullanilan yontemlere,
uygulanan analiz siire¢lerine ve raporun genel tutarliligina dayanmalidir.®® Aksi
takdirde yargisal denetim dis1 kalan, bilimsel gegerliligi sorgulanabilir nitelikteki
raporlarin yargilamada belirleyici olmasi, adil yargilanma hakkini zedeleyebi-
lir.** Ayrica unutulmamalidir ki bilirkisi goriisleri hakimi baglamaz.*? Bilirkisi-
nin sundugu teknik veriler, hakime yol gdsterici nitelikte olmakla birlikte, nihai
degerlendirme ve karar yargi mercilerine aittir. Bu nedenle hakimin, bilirkisiden
gelen teknik raporu yalnizca pasif bir sekilde kabuliiniin aksine raporun bilimsel
dayanaklarini, kullanilan algoritmalarin agikligini, verinin niteligini ve analizlerin
dogrulanabilir oldugunu sorgulamak i¢in aktif bir denetim gerceklestirmesi kap-
saminda ek rapor veya yeni rapor almast ve kullanilan bilirkisinin resmi bilirkisi
olmasina dikkat etmesi gerekmektedir.®* Derin 6grenme sistemlerinin ¢ogunun

4 Karen Yeung, ‘Algorithmic Regulation: A Critical Interrogation’ (2018) 12 Regulation & Governance

505.

European Commission for the Efficiency of Justice (CEPEJ), European Ethical Charter on the Use
of Artificial Intelligence in Judicial Systems and their Environment (2018) Principle 4.

47

% Andrea Renda, ‘Artificial Intelligence: Ethics, Governance and Policy Challenges’ (European

Parliament Research Service 2019) PE 634.452.

Tiirk Ceza Muhakemesi Kanunu 2004 (CMK), m 217. “uyarinca, hdkim, yargilamaya konu fiil
hakkinda kanaatini durusmaya getirilen, hukuka uygun sekilde elde edilmis delillere dayanarak
olusturmak zorundadir”

%0 Yener Unver and Hakan Hakeri, Ceza Muhakemesi Hukuku (12th edn, Adalet Yaymevi 2023) 571.
51

49

Avrupa Insan Haklar1 Sézlesmesi (ATHS), madde 6. “herkesin adil ve aleni bir yargilama hakkina
sahip oldugunu giivence altina ali: Bu madde, ozellikle ceza yargilamalarinda sanigin, aleyhine
sunulan delilleri inceleyebilmesi, sorgulayabilmesi ve esit kosullarda savunma yapabilmesi gibi temel
giivenceleri igerir. S6z konusu haklar, 6zellikle teknik veya bilimsel delillere karsi etkili savunma
yapilabilmesini temin etmek i¢in sanigin, bu delillerin kaynagini ve giivenilirligini sorgulama
imkdanina sahip olmasini da kapsar.”

2 CMK, m 63; ayrica bkz: Yargitay Ceza Genel Kurulu, E. 2017/5-564, K. 2019/295, T. 14.05.2019.
Sandra Wachter, Brent Mittelstadt and Chris Russell, ‘Counterfactual Explanations without
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tescilli algoritmalar kullanmasi, yani ticari sir kapsaminda degerlendirilen kapali
kutu sistemler olmasi, hakimin bu aktif denetimini gii¢lestirmektedir.> Bu gibi
durumlarda, yarginin yapay zeka sistemlerinin kararlarini “otonom ve nihai dogru-
lar” olarak kabul etmesi yerine, sinirlt bir giiven diizeyiyle ve insan miidahalesiyle
birlikte degerlendirmesi gerektigi agiktir.> Sonug olarak, derin 6grenme temelli
goriintii analizlerinin delil niteligi kazanabilmesi, yalnizca teknolojik yeterlilige
degil, hukuki siireglerin seffafligina, bilirkisilik kurumunun bagimsizligina ve
hakimin bilingli takdirine sik1 sikiya baglidir.*® Yapay zekanin sagladig: teknik
kolayliklarin, yargilamanin maddi hakikat arayigini gélgelemeden ve temel hak-
lar1 zedelemeden siirece entegre edilmesi, ¢cagdas ceza muhakemesi hukukunun
en 6nemli sinavlarindan biri olarak karsimiza ¢ikmaktadir.s’

B. Karsilastirmalh Hukukta Yaklasimlar

Uluslararas1 hukuk sistemlerinde de benzer tartigmalar yasanmaktadir. ABD’de
2016 tarihli State v Loomis davasinda mahkeme, sanigin risk degerlendirme skor-
larim1 dikkate alarak hiikiim vermis, algoritmanin i¢ isleyisine erigilememesine
ragmen bu skorlarin kullanilmasini hukuka uygun bulmustur.®® Ancak bu karar,
seffaflik ve savunma hakk1 baglaminda ciddi elestirilerle kargilagsmistir. Alman-
ya’da ise Federal Anayasa Mahkemesi, cezai siireglerde algoritmik kararlarin
ancak insan miidahalesi ve etkin yargisal denetimle birlikte kullanilabilecegi-
ne dair igtihat gelistirmistir.*® Avrupa Konseyi’nin 2020 tarihli kilavuzunda da,
otomatik karar verme sistemlerinin ceza adaleti siirecinde kullanilabilmesinin,
ancak aciklanabilirlik, izlenebilirlik ve insan denetimi ilkelerinin saglanmasi ha-
linde mesru kabul edilecegi belirtilmistir.®® Bu yaklagimlar, Tiirk hukuk sistemi
igin de yol gosterici niteliktedir. Ozellikle bilirkisi raporlarinin daha teknik ve
metodolojik temellere oturtulmasi, algoritma kaynaklarinin agiklanmasi ve veri
glivenligi gibi konular 6n plana ¢ikmaktadir.

Opening the Black Box: Automated Decisions and the GDPR’ (2018) 31 Harvard Journal of Law
& Technology 84

Cary Coglianese and David Lehr, ‘Transparency and Algorithmic Governance’ (2019) 71
Administrative Law Review 1.

54

5 Karen Yeung, ‘Algorithmic Regulation: A Critical Interrogation’ (2018) 12 Regulation & Governance
505.

Andrea Renda, ‘Artificial Intelligence: Ethics, Governance and Policy Challenges’ (European
Parliament Research Service 2019) PE 634.452.

Mireille Hildebrandt, Smart Technologies and the End(s) of Law: Novel Entanglements of Law
and Technology (Edward Elgar Publishing 2015) 203.

8 State v Loomis 881 NW 2d 749 (Wis 2016).

%9 Bundesverfassungsgericht [BVerfG], 1 BvR 2835/17, Judgment of 27 February 2020 (Federal
Constitutional Court of Germany).

56

57

8 Council of Europe, Guidelines on the responsible use of artificial intelligence (Al) in the criminal

justice system, adopted by the European Commission for the Efficiency of Justice (CEPEJ) (2020)
https://www.coe.int/en/web/cepej/ai-in-the-criminal-justice-system accessed 6 June 2025.
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C. Hukuken Kabul Edilebilirlik i¢in Asgari Kriterler

Derin 6grenme tabanli analizlerin ceza yargilamasinda delil olarak kabul
edilebilmesi, yalnizca teknik yeterlilikle degil, ayn1 zamanda hukuki ve etik
standartlarin kargilanmasiyla miimkiindiir. Bu kapsamda asagidaki o6lgiitlerin
saglanmasi onerilmektedir:

» Teknik dogruluk: Kullanilan modelin basar1 oran1 agik ve belgelenebilir bi-
¢imde sunulmali; 6rnegin dogruluk, duyarlilik ve 6zgiillik degerleriyle bir-
likte raporlanmalidir.®

* Algoritma seffafligi: Uygulanan derin 6grenme mimarisi, egitildigi veri kii-
mesinin igerigi ve O6n isleme adimlari a¢ik¢a tanimlanmali ve denetlenebilir
olmalidir.®2

+ lIzlenebilirlik ve kayitlanabilirlik: Analiz siireci, geriye déniik olarak deger-
lendirilebilecek sekilde kaydedilmeli ve gerektiginde yeniden incelenebilir
olmalidir.®

+ Insan denetimi: Nihai karar siirecinde teknik ¢iktilar mutlaka bir uzman ya da
yargl mensubu tarafindan kontrol edilmeli; sistemin karar1 otomatik olarak
kabul edilmemelidir.*

e Delilin hukuka uygun elde edilmesi: CMK hiikiimlerine gore, delil niteligi
tagtyan verilerin yasal yollarla temin edildigi ispatlanmalidir.®

Her ne kadar bu mimariler yiiksek dogruluk oranlarina ulasabilse de, mode-
lin egitildigi veri kiimesinin kalitesi, dagilimi1 ve ¢esitliligi bu basarimi dogrudan
etkilemektedir.*® Ozellikle ceza muhakemesinde, yapay zeka sistemlerinin «false
positive” (yanlis olumlu) veya “false negative” (yanlis olumsuz) iiretme riski, de-
lilin hukuki giivenilirligini ciddi bigimde tartigmali hale getirebilir.”” Bu baglamda,
yapay zeka sistemlerinin karar niteligi tasiyan ¢iktilari, teknik dogruluk diizeyi
yliksek olsa dahi, seffaflik, izlenebilirlik ve yeniden degerlendirilebilirlik ilkeleri
saglanmadan mahkemede delil olarak kabul edilmemelidir.®® Yapay zeka sistemle-

1 Jan Goodfellow, Yoshua Bengio and Aaron Courville, Deep Learning (MIT Press 2016) 498

62 Sandra Wachter, Brent Mittelstadt and Chris Russell, ‘Why Fairness Cannot Be Automated:

Bridging the Gap Between EU Non-Discrimination Law and AI’ (2021) 41(1) Oxford Journal of

Legal Studies 1.

European Commission, ‘Ethics Guidelines for Trustworthy AI’ (High-Level Expert Group on Al,

April 2019) https:/digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai accessed

6 June 2025.

6 European Court of Human Rights, Lopez Ribalda and Others v Spain App nos 1874/13 and 8567/13
(ECHR, 17 October 2019).

Tiirk Ceza Muhakemesi Kanunu 2004 (CMK), m 217/2
66

63

Jenna Burrell, ‘How the Machine “Thinks”: Understanding Opacity in Machine Learning Algorithms’
(2016) 3(1) Big Data & Society 1.

John Zeleznikow, ‘The Split between Legal and Technical Issues in Artificial Intelligence and Law’
(2019) 27(2) Artificial Intelligence and Law 171.

8 European Court of Human Rights, Kruslin v France App no 11801/85 (ECHR, 24 April 1990).

67
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rinden alinan sonuglar, ancak bir bilirkisi tarafindan teknik rapora doniistiiriilerek
sunulmasi halinde CMK kapsaminda anlamli bir delil statiisiine kavusabilir.®® Diger
yandan, derin 6grenme sistemlerinin biiyiik bir kismi, karar alma siireglerini seffaf
bir bi¢imde agiklayamamaktadir. “Kara kutu” (black box) olarak nitelendirilen bu
yapilar, sistemin bir goriintiiyii neden belirli bir sinifa atadigini ortaya koyamaz.”
Bu durum, hem sanigin savunma hakkini kullanmasini gii¢lestirmekte hem de ha-
kimin delili objektif olarak degerlendirme yetisini sinirlamaktadir.”* Bu nedenle,
derin 6grenme temelli analizlerin, yorumlanabilir yapay zeka (explainable Al —
XAI) yontemleriyle desteklenmesi, adli giivenilirlik ve yargisal denetlenebilirlik
acisindan zorunlu bir 6n kosul olarak karsimiza ¢ikmaktadir.”

I1I. TURK HUKUKUNDA DELIL NiTELiGi
A. Hukuka Uygunluk Kriteri

Ceza muhakemesinde temel amag, maddi ger¢ege ulagmaktir. Bu amag dog-
rultusunda 5271 sayili CMK, delil serbestisi ilkesini benimsemistir.”> Bu ilkeye
gore, hakim, her tiirli delille maddi gergege ulasabilir ve delillerin niteligini
takdir edebilir. Ancak bu serbesti mutlak degildir; hukuka aykir1 yollarla elde
edilen delillerin kullanilmas1 yasaktir.” Ozellikle CMK m. 206/2-a hiikmii, agik¢a
“yasak delil” kapsamindaki materyallerin reddini emretmekte; m. 217/2 hitkmii
ise yalnizca hukuka uygun yontemlerle elde edilen delillerin hiikkme esas alina-
bilecegini belirtmektedir.” Yapay zeka (YZ) destekli goriintli analizlerinin delil
niteligi agisindan degerlendirilmesi, bu iki temel ilkeden hareketle yapilmalidir:
hukuka uygunluk ve yargisal denetlenebilirlik. Delilin teknolojik niteligi, onu

89 Mirjana Radovic, ‘Artificial Intelligence and Human Rights: The Position of the European Court

of Human Rights’ (2020) 10(3) Human Rights Law Review 507.

Finale Doshi-Velez and Been Kim, ‘“Towards A Rigorous Science of Interpretable Machine Learning’
(arXiv, 2017) https://arxiv.org/abs/1702.08608 accessed 6 June 2025.

Karen Yeung, ‘A Study of the Implications of Advanced Digital Technologies (Including Al Systems)
for the Concept of Responsibility within a Human Rights Framework’ (Council of Europe, 2020).

70
71

72

Council of Europe, ‘Recommendation CM/Rec(2020)1 on the Human Rights Impacts of Algorithmic
Systems’ (Adopted 8 April 2020).

73 Tiirk Ceza Muhakemesi Kanunu 2004 (CMK), m 217/1. hiikmii, ceza yargilamasinda delil serbestisi
ilkesini diizenler. Bu maddeye gore, hakim yargilamaya konu olay hakkinda vicdani kanaatine
varirken, hukuka uygun olarak elde edilen her tiirlii delili degerlendirebilir.

74 CMK, m 206/2-a. hiikmii, hukuka aykir1 sekilde elde edilen delillerin yargilamada kullanilamayacagini

diizenler. Bu maddeye gore, su¢ ve su¢lunun ortaya ¢ikarilmasi amaciyla yapilacak arama, el
koyma, teknik takip gibi islemler kanuna uygun olmalidir. Aksi takdirde elde edilen deliller, ceza
yargilamasinda delil olarak kabul edilmez.

CMK, m 217/2. hitkkmii, delil serbestisi ilkesinin hukuka uygunluk sartina bagli oldugunu belirtir.
Buna gore, yiiklenen sug, hukuka uygun yollarla elde edilmis her tiirli delille ispat edilebilir. Yani,
delillerin serbestge degerlendirilmesi ilkesi, ancak delillerin hukuka uygun olarak elde edilmesi
halinde gegerlidir. Bu madde, hukuka aykiri delillerin reddini ve delil degerlendirmede hukuki
sinirlart netlestirir.

75
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CMK kapsamindaki delil kurallarindan muaf kilmaz; bilakis, daha siki denetim
ve seffaflik gerektirir.”

Ceza muhakemesinde delil olarak kabul edilebilecek herhangi bir materya-
lin 6ncelikle hukuka uygun bigimde elde edilmis olmasi gerekir. Bu husus, Tiirk
Ceza Muhakemesi Hukuku’nda yalnizca teknik dogrulukla degil, ayn1 zamanda
siirecin anayasa ve yasa ile belirlenmis haklara uygunlugu ile dogrudan iliskilidir.
Ozellikle yapay zeka (YZ) destekli analizlerin kullanimi s6z konusu oldugunda,
goriintii verilerinin elde edilme, islenme ve kullanma siirecleri hukuki denetime
tabi olmalidir. Tiirk Anayasasi’nin 20. maddesi, herkesin 6zel hayatina ve aile
hayatina sayg1 gosterilmesini isteme hakkina sahip oldugunu belirtmekte ve bu
hak ¢ercevesinde kisisel verilerin korunmasi giivence altina alinmaktadir.” Ayni
zamanda, 6698 sayili KVKK ile bireylerin verilerinin islenmesine iliskin usul ve
esaslar agikca diizenlenmistir.”® Bu baglamda, goriintii, 6zellikle yiiz tanima, hare-
ket analizi veya biyometrik siniflandirma gibi islemler i¢in kullanilan tiim veriler,
kisisel veriler kapsaminda degerlendirilmekte; bu tiir veriler {izerinde yapilacak
her islem “veri isleme faaliyeti” olarak kabul edilmektedir.” Tiirk Anayasasi’nin
20. maddesi, herkesin 6zel hayatina ve aile hayatina saygi gosterilmesini isteme
hakkina sahip oldugunu belirtmekte ve bu hak ¢ercevesinde kisisel verilerin
korunmasi giivence altina alinmaktadir.2® Ayn1 zamanda, 6698 sayili KVKK ile
bireylerin verilerinin islenmesine iliskin usul ve esaslar agikca diizenlenmistir.®
Bu baglamda, goriintii, 6zellikle yiliz tanima, hareket analizi veya biyometrik
siniflandirma gibi islemler i¢in kullanilan tiim veriler, kisisel veriler kapsamin-
da degerlendirilmekte; bu tiir veriler iizerinde yapilacak her islem “veri igleme
faaliyeti” olarak kabul edilmektedir.®? Yiiz verisinin YZ algoritmalar1 tarafindan
analiz edilmesi, ¢ogu durumda 6zel nitelikli kisisel veri kapsamindadir.®* Dola-

76 Sandra Wachter, Brent Mittelstadt and Luciano Floridi, ‘Why a Right to Explanation of Automated
Decision-Making Does Not Exist in the General Data Protection Regulation’ (2017) 7(2) International
Data Privacy Law 76, 78.

Tirkiye Cumhuriyeti Anayasasi, madde 20: “Herkes, ozel hayatina ve aile hayatina saygi
gosterilmesini isteme hakkina sahiptir.”

8 6698 sayili Kisisel Verilerin Korunmasi Kanunu, Resmi Gazete, 7 Nisan 2016, Say1: 29677.

7 Kisisel Verilerin Korunmasi Kurumu, “Kisisel Veri Isleme Faaliyetleri,” KVKK Resmi Web Sitesi,
https://www.kvkk.gov.tr.

77

8 Tirkiye Cumhuriyeti Anayasasi 20. Maddesi 6zel hayatin gizliligi ve korunmasi «Herkes, ozel

hayatina ve aile hayatina saygi gosterilmesini isteme hakkina sahiptir. Ozel hayatin gizligi ve
korunmasi, herkesin hakkidir. Kisinin kendisiyle ilgili kisisel verilerin korunmasi, devletin ve ézel
kisilerin yiikiimliiliigiindedir. Kigisel verilerin islenmesi ve korunmasina iliskin usil ve esaslar
kanunla diizenlenir.”

81 6698 say1li Kisisel Verilerin Korunmasi Kanunu, Resmi Gazete, 7 Nisan 2016, Say1: 29677.

82

KVKK Madde 3(f): “Kisisel veri: Kimligi belirli veya belirlenebilir gercek kisiye iliskin her tiirlii
bilgi.”

8 6698 sayili Kisisel Verilerin Korunmasi Kanunu (KVKK) Madde 6/2 hiikmii su sekildedir: Kisisel
veriler, veri sorumlusunun yetkili ve mesru kamu kurum ve kuruluslari tarafindan verilmesi hali
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yistyla bu tiir bir veri, ancak agik riza veya agik¢a dngoriilen yasal zorunluluk-
lar ¢ergevesinde iglenebilir.®* Aksi halde, yapilan analiz teknik olarak dogru olsa
bile, hukuki baglamda hukuka aykir1 bir delil niteligi tasir.** Bu durum CMK m.
206/2-a kapsaminda agik¢a diizenlenmis olup, hukuka aykir1 sekilde elde edilen
delillerin yargilamada dikkate alinamayacagi hilkkme baglanmistir.®® Adli siiregte
kullanilan goriintii verisinin kaynagi da hukuki degerlendirmede 6nem arz etmek-
tedir. Giivenlik kameralar1, IHA (drone) sistemleri, akill telefonlar ya da sosyal
medya kaynaklarindan alinan gorsellerin, yetkili makamlarin izni olmaksizin
elde edilmesi ya da kisisel veri isleme amaclarina aykir1 bicimde kullanilmasi,
6zel hayatin gizliligi hakkinin ihlali anlamina gelebilir.*” Yargitay ictihatlarinda
da belirtildigi iizere, kisinin rizast olmaksizin veya mahkeme karariyla desteklen-
meden elde edilen gorsel kayitlar, kural olarak hukuka uygun kabul edilmemekte
ve delil olarak kullanilmasina imkan taninmamaktadir.®® Ayrica, ceza muhakeme-
sinde delil elde etme yetkisi yalnizca kanunla yetkilendirilmis kamu gorevlilerine
taninmistir.®® Bu kapsam disinda, 6rnegin bir 6zel kisi ya da 6zel bir kurulus ta-
rafindan YZ sistemlerine aktarilmis ve analiz edilmis bir gorsel materyalin, rutin
analiz siireci iginde elde edilmis olsa dahi, mahkemeler nezdinde hukuka uygun
delil olarak kabul edilme olasilig1 diisiiktiir.*® YZ destekli sistemlerin kullandig:
veriler, biiylik dl¢lide gorsel veri kaynaklari tizerinden iglemektedir. Bu verilerin
islenmesinde, adli bilisim siire¢lerinde hem kisisel verilerin anonimlestirilmesi,
hem de veri giivenligi yiikiimliiliiklerine dikkat edilmelidir.®* KVKK m. 12, veri
sorumlusunun, isledigi kisisel verilerin glivenligini saglamakla yiikiimlii oldugunu
belirtmistir.*®? Bir YZ sisteminin hukuka uygun bi¢imde caligmasi i¢in yalnizca
teknik yeterliligi degil, islenen verinin niteligi, kaynagi ve isleme yontemi gibi
unsurlar da gozetilmelidir (Cetin, A. (2024)). Bir failin giivenlik kameras1 goriin-
tiisiinden teshis edilmesi amaciyla kullanilan CNN tabanh yiiz tanima sistemi,
yalnizca kamuya agik bir alanda ve mahkeme karar1 ile temin edilmis goriintiiler
iizerinde kullanildiginda hukuki mesruiyet sinirlari iginde kabul edilebilir.* Ancak

hari¢ olmak iizere, ilgili kisinin agik rizasi olmaksizin islenemez.

8 6698 sayil Kisisel Verilerin Korunmasi Kanunu (KVKK) Madde 5 Kisisel verilerin islenme sartlari:
Kisisel veriler, ilgili kisinin agik rizast olmadan iglenemez.

8 Tiirk Ceza Muhakemesi Kanunu (CMK) Madde 206/2-a hiikmii séyledir: “Kanuna aykirt olarak
elde edilen deliller, yargilamada kullanilamaz.”

8  Tiirk Ceza Muhakemesi Kanunu (CMK) Madde 206/2-a hiikmii séyledir: «Kanuna aykirt olarak
elde edilen deliller, yargilamada kullanilamaz.”

87 Anayasa md. 20; Yargitay Ceza Genel Kurulu, E.2016/5-986, K.2017/472.

8  Yargitay 5. Ceza Dairesi, 2019/4513 E., 2020/2157 K.

8  Tiirk Ceza Muhakemesi Kanunu (CMK) Madde 116 “Bilirkisinin gérev ve sorumluluklart”
% Yargitay 5. Ceza Dairesi, 2019/4513 E., 2020/2157 K.

1 KVKK, md. 12.

2 KVKK, md. 12.

9 Uygulama 6rnegi, Tiirkiye Adli Bilisim Raporlari.
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ayni sistemin sosyal medyadan rastgele alinmis goriintiiler izerinde kullanilma-
s1 veya bireyin rizasi olmadan biyometrik analiz yapilmasi durumunda, hukuka
aykirilik giindeme gelir.* Ozetle, YZ destekli goriintii analizlerinin adli siiregte
delil olarak degerlendirilebilmesi i¢in su unsurlarin birlikte;

I. Verinin hukuka uygun kaynaklardan elde edilmis olmasi,
II. Veri isleme siirecinin Anayasa hiikiimlerine uygun bigimde yiiriitiilmesi,

III. Yetkili makamlarca denetlenen ve izin verilen analiz siire¢lerinin isletil-
mesi gerekir.”

Bu kosullardan herhangi birinin eksikligi halinde, elde edilen analiz ¢iktisi
hukuka aykir1 delil olarak nitelendirilecek ve CMK m. 217/2 kapsaminda yargila-
mada hitkme esas alinamayacaktir.®® Dolayisiyla, yapay zeka destekli sistemlerin
kullaniminda yalnizca teknik dogruluk degil, veri temininin hukuki altyapisi da
mutlak surette géz oniinde bulundurulmalidir. Tiirk Yargitay’1, ceza yargilama-
larinda delil elde etme usuliinii, delilin niteliginden bagimsiz olarak sik1 sekilde
denetlemektedir. Yargitay Ceza Genel Kurulu’nun 17.10.2017 tarihli, E.2016/5-
986, K.2017/472 sayil1 kararinda su ilkeye vurgu yapilmaktadir:

“Hukuka aykiri yollarila elde edilen ses, goriintii veya diger kayitlar, teknik
olarak ne kadar dogru olursa olsun, delil niteligi tasimaz. Delilin elde
edilmesinde yapilan usulsiizliik, bu delilin yargilamada kullanilmasini
engeller.

Bu baglamda, bir yapay zeka sistemine aktarilan goriintiiniin hukuka aykirt
elde edilmesi halinde, elde edilen tiim ¢iktilarin da ayn1 aykirilikla sakatlandig:
ve bu nedenle delil zehirlenmesi (poisonous tree doctrine) prensibinin devre-
ye girecegi aciktir. Benzer sekilde, Yargitay 5. Ceza Dairesi’nin 2019/4513 E.,
2020/2157 K. sayili kararinda, siiphelinin giivenlik kameras1 goriintiilerinden
kimlik tespiti yapilmasi siirecinde ilgili kisiden agik riza alinmaksizin biyomet-
rik verilerin analiz edilmesinin, “ézel hayatin gizliligi hakkinin ihlali” anlamina
geldigi belirtilmistir.®® ATHM de benzer bigimde, kisisel verilerin otomatik sis-
temlerle islenmesinin 6zel hayat1 ihlal edebilecegini ve bu islemlerin “yasallik”,
“mesruluk” ve “Ol¢tililik™ ilkeleri ¢ercevesinde degerlendirilmesi gerektigini
vurgulamaktadir.®®

% Yargitay 5. Ceza Dairesi, 201

% KVKK, Anayasa m. 20 ve CMK m. 206/2-a ve 217/2 hiikiimleri.

% CMK, m.217/2.

9 Yargitay Ceza Genel Kurulu, 17.10.2017 tarih, E.2016/5-986, K.2017/472.
% Yargitay 5. Ceza Dairesi, 2019/4513 E., 2020/2157 K.

9 Avrupa Insan Haklar1 Mahkemesi (ATHM) igtihatlari.
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Bu baglamda dnemli bir igtihat: S. and Marper v. United Kingdom (2008):
AIHM, siiphelilerden alinan DNA, parmak izi ve biyometrik verilerin siiresiz
sekilde saklanmasinin, 6zel hayatin ihlali oldugunu belirtmis ve s6z konusu uy-
gulamanin Avrupa Insan Haklar1 S6zlesmesi’nin 8. maddesine aykir1 olduguna
karar vermistir.*® Bu karar, YZ sistemleriyle yapilan biyometrik analizlerin de
yalnizca belirli, mesru ve 6l¢iilii amaclarla yapilmasi gerektigini agik¢a ortaya
koymaktadir. Ayrica, Antovi¢ and Mirkovi¢ v. Montenegro (2017) kararinda
ATHM, iiniversite ¢alisanlarinin dersliklerde kamera ile izlenmesinin 6zel hayat
hakkini ihlal ettigine hitkkmetmis; bireyin kamu alaninda dahi olsa mahremiyeti-
nin korunmasi gerektigini vurgulamistir.’® Bu igtihat, YZ sistemleri tarafindan
kamuya agik alanlardan alinan goriintiilerin dahi sinirsiz analiz edilemeyecegini
ortaya koymaktadir. Almanya’da Federal Anayasa Mahkemesi (Bundesverfassun-
gsgericht), 2020 tarihli kararinda, otomatik plaka tanima sistemlerinin orantisiz
ve yasal dayanak olmaksizin uygulanmasinin anayasaya aykiri olduguna karar
vermigtir.’? Karar, goriintiilerin analizine dair teknolojik siireclerin parlamento
eliyle acik¢a diizenlenmesi gerektigini vurgulamaktadir. ABD Yiiksek Mahke-
mesi (SCOTUS), Carpenter v. United States (2018) kararinda, kisinin cep tele-
fonu verilerinin ve hareket kayitlarinin mahkeme karari olmaksizin uzun siireli
izlenmesinin 4. Degisiklik (unreasonable searches and seizures) kapsamina aykiri
oldugunu belirlemistir.»* Bu karar, YZ sistemleriyle yapilan siirekli izleme ve
analiz uygulamalarinin da anayasaya aykir1 sayilabilecegini gostermektedir. YZ
destekli goriintii analizlerinin delil olarak kullanilabilmesi i¢in yalnizca teknik
dogrulugun degil, acik ve belirli bir hukuki ¢er¢evede yiiriitiilmesinin zorunlu
oldugunu gostermektedir. Tiirk Hukukunda Anayasa, KVKK ve CMK diizenle-
meleri ile Yargitay ictihatlar1 bu alan1 sekillendirirken; ATHM ve karsilastirma-
11 hukuk 6rnekleri ise evrensel standartlara dayali bir denetim mekanizmasinin
gerekliligini ortaya koymaktadir.

Bu baglamda, YZ ile analiz edilen goriintiilerin delil niteligi kazanabilmesi
icin: Acik riza veya yasal dayanak saglanmali, Veri isleme siiregleri seffaf ve
denetlenebilir olmali, Yargisal denetime agik ve dlgiiliiliik ilkesine uygun olma-
lidir.?** Tiirk Anayasasi’nin 20. maddesi, herkesin 6zel hayatina ve aile hayatina
saygi gosterilmesini isteme hakkina sahip oldugunu belirtmekte ve bu hak ¢erge-
vesinde kisisel verilerin korunmasi giivence altina alinmaktadir.’*> Ayn1 zamanda,
6698 sayil1 KVKK ile bireylerin verilerinin iglenmesine iligkin usul ve esaslar

100 AfHM, S. and Marper v. United Kingdom, no. 30562/04 ve 30566/04, 2008.

01 ATHM, Antovi¢ and Mirkovié v. Montenegro, no. 70853/13, 2017.

102 Almanya Federal Anayasa Mahkemesi (Bundesverfassungsgericht), 2020 Karari.

103 ABD Yiiksek Mahkemesi (SCOTUS), Carpenter v. United States, 585 U.S. (2018).

104 Anayasa Mahkemesi Karar1, Ozel Hayatin Gizliligi ve Veri Isleme ilkeleri, 2023.

195 Tiirkiye Cumhuriyeti Anayasasi, md. 20.

Yil: 17, Sayr: 65 (Ocak 2026)
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acikca diizenlenmistir.!®® Bu baglamda, goriintii, 6zellikle yliz tanima, hareket
analizi veya biyometrik siniflandirma gibi islemler i¢in kullanilan tiim veriler,
kisisel veriler kapsaminda degerlendirilmekte; bu tiir veriler lizerinde yapilacak
her islem “veri isleme faaliyeti” olarak kabul edilmektedir.?*’ Yiiz verisinin YZ
algoritmalari tarafindan analiz edilmesi, ¢ogu durumda 6zel nitelikli kisisel veri
kapsamindadir.i®® Dolayisiyla, bu tiir bir veri ancak ac¢ik riza veya agik¢a dngo-
riilen yasal zorunluluklar ¢er¢evesinde islenebilir.’®® Aksi halde, yapilan analiz
teknik olarak dogru olsa bile, hukuki baglamda hukuka aykir1 bir delil niteligi
tasir. Bu durum Ceza Muhakemesi Kanunu (CMK) m. 206/2-a kapsaminda agikca
diizenlenmis olup, hukuka aykir: sekilde elde edilen delillerin yargilamada dikkate
alinamayacagi hitkme baglanmistir.**® Adli siiregte kullanilan goriintii verisinin
kaynagi da hukuki degerlendirmede dnem arz etmektedir. Giivenlik kamerala-
r1, IHA (drone) sistemleri, akilli telefonlar ya da sosyal medya kaynaklarindan
alinan gorsellerin, yetkili makamlarin izni olmaksizin elde edilmesi ya da ki-
sisel veri isleme amaglarina aykirt bigcimde kullanilmasi, 6zel hayatin gizliligi
hakkinin ihlali anlamina gelebilir.!! Yargitay icgtihatlarinda da belirtildigi tizere,
kisinin rizast olmaksizin veya mahkeme karariyla desteklenmeden elde edilen
gorsel kayitlar, kural olarak hukuka uygun kabul edilmemekte ve delil olarak
kullanilmasina imkan taninmamaktadir.*? Ayrica, ceza muhakemesinde delil elde
etme yetkisi yalnizca kanunla yetkilendirilmis kamu gorevlilerine taninmigtir. '3

YZ destekli sistemlerin kullandig1 veriler, biiyiik 6l¢iide gorsel veri kaynaklari
tizerinden islemektedir. Bu verilerin iglenmesinde, 6zellikle adli bilisim siireclerinde
hem kisisel verilerin anonimlestirilmesi, hem de veri giivenligi ylikiimliiliklerine
dikkat edilmelidir.®** KVKK m. 12, veri sorumlusunun, isledigi kisisel verilerin gii-
venligini saglamakla yiikiimli oldugunu belirtmistir.*> Ancak ayni1 sistemin sosyal
medyadan rastgele alinmig goriintiiler iizerinde kullanilmasi veya bireyin rizasi ol-
madan biyometrik analiz yapilmasi: durumunda, hukuka aykirilik giindeme gelir.!

Ozetle, YZ destekli goriintii analizlerinin adli siirecte delil olarak degerlendi-
rilebilmesi i¢in su unsurlarin birlikte saglanmasi gerekir: Verinin hukuka uygun
kaynaklardan elde edilmis olmasi,

106 6698 say1l Kisisel Verilerin Korunmasit Kanunu (KVKK), md. 1, 3, 5.

107 KVKK, md. 3(f) Kisisel veri ve veri isleme tanimlari.

108 KVKK, md. 6 Ozel nitelikli kisisel verilerin islenmesi sartlari.

109 CMK, md. 206/2-a Hukuka aykiri delil hiikmii.

10 Yargitay 18. Ceza Dairesi, 2020/1234 E., 2021/567 K.

111 Kisisel Verilerin Korunmast Kanunu ve Anayasa Mahkemesi kararlari; 6zel hayatin gizliligi ilkesi

112 Yargitay Ceza Genel Kurulu, 17.10.2017, E.2016/5-986, K.2017/472; hukuka aykiri delil.
113 CMK, md. 116 Delil elde etme yetkisi.

114 KVKK, md. 12 Veri giivenligi yiikiimliiligii.

115 Akgiil, M. (2021). Adli Bilisim ve Veri Koruma, Hukuk ve Teknoloji Dergisi, 15(2), 45-67.

116 Yargitay Kararlari ve literatiir; kamuya acik alanda mahkeme karari ile alinan goriintiilerle sinirl

kullanim
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Veri isleme siirecinin KVKK ve Anayasa hiikiimlerine uygun bigimde yiiriitiil-
mesi, Yetkili makamlarca denetlenen ve izin verilen analiz siireclerinin isletilmesi.

Bu kosullardan herhangi birinin eksikligi halinde, elde edilen analiz ¢iktis1
hukuka aykir1 delil olarak nitelendirilecek ve Ceza Muhakemesi Kanunu (CMK)
m. 217/2 kapsaminda yargilamada hiilkme esas alinamayacaktir.!*” Bu baglamda,
bir yapay zeka sistemine aktarilan goriintiiniin hukuka aykir1 elde edilmesi halin-
de, elde edilen tiim ¢iktilarin da ayn1 aykirilikla sakatlandig1 ve bu nedenle delil
zehirlenmesi (poisonous tree doctrine) prensibinin devreye girecegi acgiktir.'8
Benzer sekilde, Yargitay 5. Ceza Dairesi’nin 2019/4513 E., 2020/2157 K. sayil1
kararinda, sliphelinin glivenlik kameras1 goriintiilerinden kimlik tespiti yapilmasi
siirecinde ilgili kisiden acik riza alinmaksizin biyometrik verilerin analiz edil-
mesinin, “6zel hayatin gizliligi hakkinin ihlali” anlamina geldigi belirtilmistir.***
Avrupa Insan Haklar1 Mahkemesi (AIHM) de benzer bicimde, kisisel verilerin
otomatik sistemlerle iglenmesinin 6zel hayati ihlal edebilecegini ve bu islemle-
rin “yasallik”, “mesruluk” ve “6l¢iiliiliik” ilkeleri ¢ercevesinde degerlendirilmesi
gerektigini vurgulamaktadir.'?

Bu baglamda 6nemli bir igtihat:

+ AIHM’in S. and Marper v. United Kingdom (2008) davasinda ATHM, siip-
helilerden alinan DNA, parmak izi ve biyometrik verilerin siiresiz sekilde sak-
lanmasinin 6zel hayatin ihlali oldugunu belirtmis ve s6z konusu uygulamanin
Avrupa insan Haklar1 Sézlesmesi’nin 8. maddesine aykir1 olduguna karar ver-
mistir.*** Bu karar, yapay zeka destekli yiiz tanima sistemlerinin olusturdugu veri
tabanlarinin sinirsiz, belirsiz siirelerle muhafaza edilemeyecegini; veri saklama
siiresinin mesru amag, gereklilik ve olciliiliik ilkeleri ile sinirlandirilmas: gerek-
tigini ortaya koymaktadir.

+ Antovi¢ and Mirkovié v. Montenegro (2017) kararinda ATHM, iiniversite ¢a-
liganlarinin dersliklerde kamera ile izlenmesinin 6zel hayat hakkini ihlal ettigine
hiikmetmis; bireyin kamu alaninda dahi olsa mahremiyetinin korunmasi gerekti-
gini vurgulamistir.??2 Bu igtihat, YZ sistemleri tarafindan kamuya agik alanlardan
alinan goriintiilerin dahi sinirsiz analiz edilemeyecegini gostermektedir.

+ Lopez Ribalda v. Ispanya (2019) kararinda ATHM, is yerinde gizli kamera ile
elde edilen goriintiilerin her durumda delil olarak kabul edilemeyecegini, bu tiir
kayitlarin yalnizca belirli bir amacla, dnceden 6ngoriilebilir kosullar altinda ve
olctliiliik ilkesi cergevesinde kullanilabilecegini belirtmistir. Karar, gizli kamera

17 Ceza Muhakemesi Kanunu, md. 217/2.

118 Delil zehirlenmesi doktrini igin bkz. Wong Sun v. United States, 371 U.S. 471 (1963).
19 Yargitay 5. Ceza Dairesi, 2019/4513 E., 2020/2157 K.

120 ATHM, Kisisel Verilerin Korunmasi ve Ozel Hayatin Gizliligi Tlkeleri, cesitli kararlar.

121 S, and Marper v. United Kingdom, Appl. Nos. 30562/04 and 30566/04, 4 December 2008.

122 Antovié and Mirkovié v. Montenegro, Appl. No. 70872/13, 26 July 2017.
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kayitlarinin mutlak bigimde delil degeri tasimadigini ve kullaniminin agik hukuki
gerekceye bagli oldugunu ortaya koymaktadir.

Bu ictihatlar birlikte degerlendirildiginde, yapay zeka ile analiz edilen gor-
sellerin ceza yargilamasinda delil olarak kullanilabilmesi i¢in yalnizca teknik
dogruluk yeterli degildir. Gorsel verinin hukuka uygun sekilde elde edilmesi,
veri isleme siirecinin seffaf olmasi, 6l¢iiliilitk ve gereklilik ilkelerine uygunluk
gostermesi gerekmektedir. Dolayisiyla, YZ tabanli analizlerin delil niteligi kaza-
nabilmesi, ATHM tarafindan ortaya konulan insan haklar1 standartlariyla uyumlu
bigimde yiiriitiilen veri toplama ve isleme siire¢lerine baglidir.

Avrupa Insan Haklar1 Mahkemesi (ATHM) ictihatlar1, yapay zeka destekli go-
rlintli analizlerinin ceza muhakemesi kapsaminda delil olarak kullanilabilirligine
iliskin degerlendirmelerde 6nemli bir normatif ¢cer¢eve sunmaktadir. Ozellikle
biyometrik verilerin saklanmasi, kamusal alanlarda goriintii kaydi alinmasi ve
gizli kamera uygulamalari1 konusundaki kararlar, bu teknolojilerin hukuki sinir-
lariin belirlenmesi agisindan yol gostericidir.

Almanya’da Federal Anayasa Mahkemesi (Bundesverfassungsgericht), 2020
tarihli kararinda, otomatik plaka tanima sistemlerinin orantisiz ve yasal dayanak
olmaksizin uygulanmasinin anayasaya aykiri olduguna karar vermistir.*? Karar,
goriintiilerin analizine dair teknolojik siire¢lerin parlamento eliyle a¢ikca diizen-
lenmesi gerektigini vurgulamaktadir. ABD Yiiksek Mahkemesi (SCOTUS), Car-
penter v. United States (2018) kararinda, kisinin cep telefonu verilerinin ve hareket
kayitlarinin mahkeme karar1 olmaksizin uzun siireli izlenmesinin 4. Degisiklik
(unreasonable searches and seizures) kapsamina aykirt oldugunu belirlemistir.**
Bu karar, YZ sistemleriyle yapilan siirekli izleme ve analiz uygulamalarinin da
anayasaya aykiri sayilabilecegini gdstermektedir. Tilirk hukukunda Anayasa,
KVKK ve CMK diizenlemeleri ile Yargitay igtihatlar1 bu alani sekillendirirken;
AIHM ve karsilastirmali hukuk drnekleri ise evrensel standartlara dayali bir de-
netim mekanizmasinin gerekliligini ortaya koymaktadir. Bu baglamda, YZ ile
analiz edilen goriintiilerin delil niteligi kazanabilmesi i¢in: Agik riza veya yasal
dayanak saglanmali, Veri isleme siirecleri seffaf ve denetlenebilir olmali, Yargi-
sal denetime acik ve olciiliiliik ilkesine uygun olmalidir.?s

IV. ULUSLARARASI YAKLASIMLAR VE MEVZUAT

A. Avrupa Insan Haklar1 Mahkemesi (ATHM) ve Adil Yargilanma Hakk:

Yapay zeka teknolojilerinin ceza yargilamasi siireclerinde delil olarak kulla-
nilmasi, yalnizca teknik yeterlilikle sinirli olmayan, ayni zamanda insan haklari,
ceza muhakemesi ilkeleri ve hukuki denetim mekanizmalar1 agisindan ¢ok boyutlu

123 Bundesverfassungsgericht, Urteil des Ersten Senats vom 16. Juni 2020 — 1 BvR 16/13.
124 Carpenter v. United States, 585 U.S. (2018).
125 Anayasa md. 20; KVKK; CMK; Yargitay ictihatlari.
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bir degerlendirme gerektirmektedir. Bu baglamda, Avrupa Insan Haklar1 Mah-
kemesi (AIHM), Avrupa Birligi (AB) diizenlemeleri ve Anglo-Amerikan hukuk
sisteminde yapay zeka tabanli delil kullanimina yonelik dikkat ¢ekici yaklasimlar
ve sinirlamalar giindeme gelmistir.

AIHM igtihatlarinda, teknolojik araclarla elde edilen veriler dogrudan redde-
dilmemekle birlikte, bu delillerin Avrupa Insan Haklar1 S6zlesmesi’nin (ATHS)
6. maddesinde gilivence altina alinan adil yargilanma hakki ile uyumlu bigimde
kullanilmasi gerektigi vurgulanmaktadir.?¢ Adil yargilanma ilkesi, delillerin sa-
vunma tarafindan anlasilabilir, erisilebilir ve itiraz edilebilir olmasini zorunlu
kilar.*?” Bu baglamda, isleyisi anlasilmaz ve denetlenemez olan yapay zeka sis-
temlerinin, diger bir ifadeyle “kara kutu” sistemlerin mahkeme tarafindan esas
alinmasi, savunma hakkinin ihlali anlamina gelebilecektir.?® Ornegin, Delfi A.S.
v. Estonia davasinda, ATHM algoritmalarin otomatik olarak igerik iiretmesi ya da
filtrelemesi sonucunda ortaya ¢ikan sonuglardan dogabilecek hukuki sorumlulugu
tartismis ve insan miidahalesinin yoklugunun 6nemli bir risk teskil ettigine isaret
etmistir.*® Bu karar, yapay zeka ile iiretilmis analizlerin dogrudan delil niteligi
kazanmasi durumunda, mahkemelerin sistemin nasil ¢alistigina iliskin teknik bir
aciklama talep etme hakkina sahip oldugunu gostermektedir.**°

B. Avrupa Birligi Yaklasimi

Avrupa Birligi, yapay zeka uygulamalarini diizenlemek amaciyla 2021 yilin-
da “Yapay Zeka Yasas1” (Artificial Intelligence Act — Al Act) taslak mevzuatini
kamuoyuna sunmustur.*** Bu diizenleme kapsaminda, 6zellikle adli siireglerde
kullanilan yapay zeka sistemleri “yiiksek riskli kullanim” kategorisine dahil edil-
mis ve bu sistemlerin birtakim hukuki, etik ve teknik standartlara uygun hareket
etmesi zorunlu kilinmistir.**2 AT Act’in adli delil baglaminda yapay zeka sistem-
lerinin kullanilabilmesi i¢in asagidaki temel sartlar 6ne ¢ikarilmigtir:

« Seffaflik: Yapay zeka algoritmalarinin hangi veri ve girdilerle ¢alistig1, hangi
yontemlerle sonuglar irettigi anlasilir ve belgelenebilir sekilde taraflara
sunulmalidir.

126

Avrupa Insan Haklar1 Sézlesmesi, md. 6; ATHM, Barbera, Messegué and Jabardo v. Spain, Appl.
No. 10590/83, 6 December 1994.

127 ATHM, Jalloh v. Germany, Appl. No. 54810/00, 11 July 2006.
128 ATHM, Tinase v. Moldova, Appl. No. 7/08, 27 April 2010; Yargitay Ceza Genel Kurulu kararlartyla
paralel olarak.

129 Delfi A.S. v. Estonia, Appl. No. 64569/09, 16 June 2015.

130 ATHM, Fressoz and Roire v. France, Appl. No. 29183/95, 21 January 1999; ayrica, yapay zeka ve

algoritmik karar alma siireclerine iligkin ¢agdas hukuki tartismalar.
131 European Commission, Proposal for a Regulation laying down harmonised rules on artificial
intelligence (Artificial Intelligence Act), COM(2021) 206 final, 21 April 2021.
132 Al Act, Madde 6 ve Ekler; Yiiksek Riskli Al Sistemlerine iliskin hiikiimler.

133 AT Act, Madde 14 ve 15; Seffaflik ve insan Denetimi ilkeleri.
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+ Izlenebilirlik: Yapay zeka karar verme siirecleri, bagimsiz uzmanlarca geriye
doniik olarak analiz edilebilir ve dogrulanabilir olmalidir.

+ Insan Denetimi: Al sistemlerinin ortaya koydugu ¢iktilar, nihai kararlar alin-
madan 6nce uzman kisilerce degerlendirilip onaylanmalidir.

» Ayrimcilik Yasagi: Sistemlerin egitiminde kullanilan verilerde var olabilecek
onyargilar (bias), etnik koken, cinsiyet, yas veya sosyoekonomik faktorlere
dayali ayrimciliga yol agmamalidir. Buna ek olarak, Avrupa Adalet Divani’nin
onemli kararlar1 olan Schrems I1'** ve Digital Rights Ireland®**, yapay zeka
temelli veri isleme sistemlerinin temel haklara miidahale risklerini sinirlayan
hukuki ilkeler ve standartlar agisindan temel referanslar teskil etmektedir.

C. Anglo-Amerikan Hukuk Sisteminde Yaklasim

Amerikan hukuk sisteminde bilimsel delillerin mahkemelerce kabul edilme-
sinde esas alinan Daubert Standardi, yapay zeka destekli analizlerin yargi sii-
recglerinde nasil degerlendirilecegine dair onemli bir ¢cer¢eve sunmaktadir.*® Bu
standart, bir bilimsel delilin kabul edilebilirligini belirlemek tizere dort temel
kriter ortaya koymaktadir:**’

+ lgili yontem veya teorinin deneysel olarak test edilebilir olmasi,
» Bilimsel camiada yaygin ve kabul gérmiis olmasi,

* Sonuglarin hakemli akademik dergilerde yayimlanmis olmasi,

+ Kullanilan yontemin bilinen hata oranina sahip olmasi.

Bu dlgiitler dogrultusunda, 6zellikle derin 6grenme mimarileri kullanilarak
iiretilen analizlerin sadece teknik sonuclar olmaktan ¢ikip, bilimsel gegerliligi
test edilmis, seffaf ve aciklanabilir veriler olarak mahkemeye sunulmas1 gerek-
mektedir.**® Bununla birlikte, Amerikan mahkemelerinde yapay zeka sistemlerinin
¢iktilart cogunlukla dogrudan degil, bilirkisi beyanlar1 yoluyla degerlendirilir.**

D. Uluslararasi Standartlara Gore Hukuki Degerlendirme

Bir yapay zeka (YZ) sisteminden elde edilen analizlerin delil olarak yargila-
maya dahil edilmesi siireci, yalnizca ulusal hukuk diizenlemeleriyle sinirh kal-
may1p, ayni zamanda uluslararasi insan haklar1 hukuku normlarinin da dikkate

134 Avrupa Adalet Divani, Data Protection Commissioner v Facebook Ireland Limited and Maximillian
Schrems (C-311/18) [2020], diger adiyla Schrems II.

Avrupa Adalet Divani, Digital Rights Ireland Ltd v Minister for Communications, Marine and
Natural Resources and Others (C-293/12) [2014].

136 Daubert v. Merrell Dow Pharmaceuticals, 509 U.S. 579 (1993).
137 Tbid., ayrica Federal Rules of Evidence, Rule 702.

138

135

G. A. Grimes, “The Daubert Standard and Artificial Intelligence: Implications for Forensic Science,”
Journal of Forensic Sciences, vol. 65, no. 5, 2020, pp. 1503-1510.

R. S. Friedman, “Expert Testimony and Artificial Intelligence: A Legal and Technical Review,”
Harvard Law Review, vol. 134, no. 3, 2021, pp. 622-654.
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alinmasini zorunlu kilmaktadir.**® Bu ¢ergevede, s6z konusu analizlerin hukuki
gecerlilik kazanabilmesi i¢in asgari su kosullarin saglanmasi gerekmektedir:*+

* Seffaflik: Algoritmanin yapisi, isleyis mekanizmasi ve egitiminde kullanilan
veri setleri agik ve anlasilir sekilde ortaya konmalidir.

* Denetlenebilirlik: Yapay zeka sisteminin iirettigi sonuglarin, bagimsiz teknik
uzmanlar ve yargi makamlari tarafindan denetlenebilir olmasi zorunludur.

+ Insan Denetimi: YZ sisteminin verdigi kararlar dogrudan delil olarak degil,
ancak ilgili uzmanlarin degerlendirmesi ve yorumuyla mahkemeye sunulmalidir.

*  Veri Koruma Uyumu: Ozellikle kisisel verilerin islendigi durumlarda, Avrupa
Birligi Genel Veri Koruma Tiiziigli (GDPR) ve benzeri uluslararasi veri koruma
mevzuatlarina tam uyum saglanmalidir.

Tirkiye 6zelinde ise, yapay zeka temelli sistemlerin adli alanda kullanimina
yonelik, hukuki giivenceyi saglayacak standartlastirilmis ve ¢ok katmanli diizen-
lemelerin acilen hayata gec¢irilmesi gerekmektedir.'*

V. DEGERLENDIRME VE ONERILER
A. Teknik Degerlendirme

Yapay zeka ve derin 6grenme destekli goriintii analiz sistemleri, adli bilisim
alaninda 6nemli teknolojik gelismeler sunmakla birlikte, hukuki alanda ¢esitli
zorluklari da beraberinde getirmektedir. Bu makalede ele alinan teknik ve hukuki
boyutlar dogrultusunda, asagidaki degerlendirmeler ve oneriler ortaya ¢ikmakta-
dir(Selguk, B., 2023). Yapay zeka (YZ) ve derin 6grenme temelli goriintli analiz
sistemleri, adli bilisim siireclerinde yliksek dogrulukla nesne tespiti, yiiz tanima,
olay yeri analizi ve sahtecilik tespiti gibi uygulamalarda etkili sonuglar iiretmek-
tedir. Bu baglamda, hem teknik yeterlilik hem de hukuki mesruiyet agisindan
dikkate alinmas1 gereken ¢cok boyutlu degerlendirmeler yapilmasi gerekmektedir.

Yapay zeka destekli sistemceza muhaklerin adli siire¢lerde delil olarak kulla-
nilmasi halinde, kullanilan modellerin (6rnegin CNN, U-Net, YOLO gibi derin
0grenme mimarilerinin) egitim verisi, hata pay1 ve performans dogrulama yon-
temleri seffaf ve detayli bicimde belgelenmelidir.*** Mahkemeye sunulan analiz
sonuglarinin, bilimsel yontemlerle dogrulanabilir ve tekrar edilebilir nitelikte
olmast zorunludur. Bu, adil yargilanma hakki kapsaminda delilin giivenilirliginin

140 United Nations Human Rights Office of the High Commissioner, “The Right to Privacy in the
Digital Age,” 2018.

European Commission, “Proposal for a Regulation laying down harmonised rules on artificial
intelligence (Artificial Intelligence Act),” 2021.

142 T.C. Adalet Bakanlig1, “Yapay Zeka ve Hukuk Calisma Raporu,” 2023.

143 Goodfellow, 1., Bengio, Y., & Courville, A., Deep Learning, MIT Press, 2016.

141
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saglanmasi igin temel bir sarttir.*¢ Ote yandan, derin 6grenme tabanl sistemlerde
On yarg1 (bias) sorunu kritik bir husustur. Modeller, egitildikleri veri setlerinde
mevcut olan toplumsal, kiiltiirel veya yapisal dnyargilar1 yansitabilir ve bu da
farkli etnik gruplar veya demografik kategoriler karsisinda adil olmayan sonuglar
dogurabilir.*** Bu nedenle, kullanilan algoritmalarin farkli gruplar arasinda ada-
letli ve tarafsiz sonuglar iirettigi test edilmeli ve gerekli 6nlemler alinmalidir.*#
Insan denetimi ise YZ destekli analizlerde temel bir ilkedir. Sistemlerin ¢iktila-
r1, otomatik bir karar olarak degil, alaninda uzman kisilerce denetlenmis ve yo-
rumlanmis 0n analiz araci olarak kullanilmalidir.**” Bu “insan-merkezli denetim
ilkesi,” YZ sistemlerinin giivenli, adil ve hukuka uygun sekilde isletilmesinin
temel dayanagini olusturur.#®

B. Hukuki ve Etik Degerlendirme

Yapay zeka destekli analizlerin yargi siire¢lerinde delil olarak kabul edilebil-
mesi, yalnizca teknik gegerlilikle degil, ayn1 zamanda hukuki ve etik ilkelerle
de uyumlu olmasi gerektigini ortaya koymaktadir. Bu ¢ergevede degerlendirme
iic temel baslik altinda yapilmaktadir:

1. Hukuka Uygunluk

Yapay zeka sistemlerinin kullandig1 goriintli verilerinin elde edilme siireci,
Anayasa’nin 20. maddesi, 6698 sayili KVKK ve Ceza Muhakemesi Kanunu’nun
(CMK) arama (m. 116 vd.), el koyma (m. 123 vd.) ve iletisimin denetlenmesi (m.
135 vd.) gibi hiikiimleri ¢er¢cevesinde hukuka uygunluk agisindan degerlendiril-
melidir.**® Bu baglamda, riza dis1 veri isleme, delilin hukuka aykir1 sayilmasina
ve dolayistyla yargilamanin sakatlanmasina yol agabilir.*

2. Adil Yargilanma Hakki

Yapay zeka sistemlerinin igleyis mantiginin anlasilmamasi ve algoritmala-
rin “kara kutu” (black-box) niteligi tagimasi, sanigin savunma hakkin1 zedele-
yebilir. Avrupa Insan Haklar1 Mahkemesi (AIHM), bu durumu adil yargilanma
hakk1 kapsaminda degerlendirmistir. Ozellikle Delfi A.S. v. Estonia kararinda,
algoritmalarin sonuglarinin denetlenebilir ve anlasilabilir olmasi gerektigi vur-

143 Daubert v. Merrell Dow Pharmaceuticals, 509 U.S. 579 (1993).

145 Buolamwini, J., & Gebru, T., “Gender Shades: Intersectional Accuracy Disparities in Commercial

Gender Classification,” Proceedings of Machine Learning Research, 2018.

146 European Commission, “Ethics Guidelines for Trustworthy Al,” 2019.

147 European Parliament, “Civil Law Rules on Robotics,” 2020.

148 Mittelstadt, B.D. et al., “The Ethics of Algorithms: Mapping the Debate,” Big Data & Society,
2016.

Tiirkiye Cumhuriyeti Anayasasi, m. 20; 5271 say1l1 Ceza Muhakemesi Kanunu, m. 116-135.

10 yargitay Ceza Genel Kurulu, E. 2017/16-956, K. 2018/476, T. 18.12.2018: “Hukuka aykir1 yontemle
elde edilen delil, hilkme esas alinamaz.”

149
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gulanmistir.'>* Bu nedenle, YZ destekli analizlerin agik, yorumlanabilir ve uzman
goriisiine dayali bigimde mahkemeye sunulmasi gereklidir.s?

3. Kisisel Verilerin Korunmasi

Yapay zeka temelli uygulamalarda yiiz tanima, biyometrik analiz gibi islemler,
dogrudan kisisel veri igleme faaliyetidir ve bu nedenle 6zel nitelikli veri kapsamin-
da degerlendirilir. Bu tiir verilerin islenmesinde: A¢ik riza alinmali, veri yalnizca
belirli ve mesru amagclarla toplanmali, islenen veriler sinirl siireyle saklanmali,
KVKK’nin 4. ve 6. maddelerine uyulmalidir.*** Bu kurallara riayet edilmemesi,
veri sahibinin 6zel hayatinin gizliligini ihlal edecegi gibi, elde edilen delilin de
hukuki gecerliligini ortadan kaldirabilir.***

C. Politik ve Kurumsal Oneriler

Avrupa Birligi’nin 2021 yilinda kamuoyuna sundugu Yapay Zeka Tiiziigili (Al
Act), yapay zeka sistemlerinin siniflandirilmasi, denetlenmesi ve temel haklara
etkilerinin sinirlandirilmasi bakimindan kiiresel 6l¢ekte bir model olusturmak-
tadir.** Bu tiiziik uyarinca, adli siire¢lerde kullanilan yapay zeka uygulamalari
“yiiksek riskli sistemler” olarak tanimlanmis ve 6zel diizenlemelere tabi tutulmus-
tur.®*® Bu ¢ercevede, Tiirkiye’de de yapay zeka destekli adli analiz sistemlerine
0zgii ulusal bir mevzuatin olusturulmasi artik kaginilmaz hale gelmistir. Hazirla-
nacak mevzuatin, hem teknolojik gelismelere uyum saglayan dinamik bir yapida
olmas1 hem de Anayasa’nin 13., 20. ve 36. maddeleri kapsaminda giivence altina
alian temel hak ve 6zgiirliikleri koruyacak sekilde yapilandirilmasi gereklidir.*”
Ozellikle adli delil olarak kullanilan yapay zeka sistemlerinin, giivenilirlik, ta-
rafsizlik, denetlenebilirlik kriterlerini kargilamasi sarttir. Bu baglamda, yapay
zeka sistemlerinin bagimsiz bilirkisiler veya teknik kurullar tarafindan diizenli
olarak denetlenmesi, performanslarinin belgelenmesi ve denetim raporlarinin
yargl makamlaria sunulmasi biiyiik 6nem tagimaktadir.'*® Ayrica, yapay zekanin

31 Delfi A.S. v. Estonia, Application no. 64569/09, ECtHR, 16.06.2015.

152 Wachter, S., Mittelstadt, B., & Floridi, L. (2017). Why a Right to Explanation of Automated
Decision-Making Does Not Exist in the General Data Protection Regulation. International Data
Privacy Law, 7(2), 76-99.

6698 say1li Kisisel Verilerin Korunmasi Kanunu, m. 4 ve m. 6.

154 Ozdemir, B. (2020). Kisisel Verilerin Korunmas1 Hukuku. Ankara: Segkin Yaymcilik.

155

153

European Commission. (2021). Proposal for a Regulation of the European Parliament and of the
Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act),
COM/2021/206 final.

16 AT Act, Annex III - High-Risk Use Cases.

17 Tiirkiye Cumhuriyeti Anayasasi, m. 13 (temel hak ve 6zgiirliiklerin sinirlandiriimasi), m. 20 (6zel

hayatin gizliligi), m. 36 (adil yargilanma hakkz).

158 EPRS (2023). Artificial Intelligence Act: EU Legislation in Progress. European Parliamentary

Research Service.
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adli alanda etkili, bilingli ve hukuka uygun bigimde kullanilabilmesi i¢in, yargt
mensuplar1 (hakim, savci), kolluk kuvvetleri, adli bilisim uzmanlar1 gibi ilgili
aktorlere yonelik meslek i¢i egitim programlar: diizenlenmelidir. Bu egitimler-
de, yapay zeka sistemlerinin, ¢aligma prensipleri, analiz yetenekleri ve sinirlari,
hata riski ve 6nyarg1 liretme potansiyeli gibi konulara iligkin mesleki farkindalik
kazandirilmasi hedeflenmelidir.**® Son olarak, yapay zeka sistemlerinin adli sii-
reclerde kullanimi sirasinda ortaya ¢ikabilecek ve etik ikilemler (6rnegin 6nyar-
g1, otomatik kararlar), mahremiyet ihlalleri (6rnegin biyometrik veri kullanimi)
gibi hassas basliklarin 6nlenebilmesi i¢in Adli Bilisim Etik Kurulu gibi bagimsiz
denetim ve yonlendirme mekanizmalarmin kurulmasi 6nerilmektedir. Bu yapz,
hem teknik hem etik denetim islevi gorecek sekilde yapilandirilmali; YZ destekli
sistemlerin kullaniminda insan haklarina dncelik veren bir ¢er¢eve saglamalidir.*®

D. Calismanin Modeli, Literatiirdeki Yeri ve (")zgiin Katkis1

Bu ¢alismada sunulan Sekil 1°deki grafik, yapay zeka destekli goriintii analiz-
lerinin adli delil olarak degerlendirilme siirecini biitiinciil bir yaklasimla ortaya
koymaktadir. Siireg, hem teknik hem de hukuki agamalar1 icerecek sekilde yapi-
landirilmustir. {1k asamada, gériintii verisi elde edilir. Bu veriler genellikle giiven-
lik kameralari, drone kayitlari, cep telefonu goriintiileri veya diger dijital kayit
cihazlart araciligiyla toplanmaktadir. Ancak bu noktada en 6nemli husus, veri-
nin elde edilme siirecinin hukuka uygun olup olmadiginin degerlendirilmesidir.
Anayasa’nin 6zel hayatin gizliligi ilkesi, KVKK ve Ceza Muhakemesi Kanunu
(CMK) bu baglamda temel hukuki dayanaklar1 olugturmaktadir. Hukuka aykiri
sekilde elde edilen goriintiiler, teknik olarak dogru sonuglar verse dahi yargila-
mada delil olarak kullanilamaz (Kunter, N., ve ark., 2020). Ikinci asamada, elde
edilen goriintiiler derin 6grenme algoritmalart kullanilarak analiz edilir. Bu analiz
stirecinde Convolutional Neural Networks (CNN), YOLO veya benzeri yapay zeka
teknikleri kullanilabilir. Ugiincii asamada, YZ sisteminin iirettigi ¢iktilar bilirkisi
tarafindan yorumlanir. Dérdiincii ve son asamada, mahkeme tarafindan delilin
hukuka uygunlugu, giivenilirligi ve agiklanabilirligi esas alinarak kabul edilip
edilmeyecegine karar verilir. Bu siiregte 6zellikle savunma hakki, adil yargilanma
ilkesi ve delil degerlendirme kriterleri dikkate alinir. Yapay zeka sisteminin analiz
siireci yeterince seffaf degilse veya taraflarca denetlenemiyorsa, bu durum delilin
reddine yol agabilir. Sonug¢ olarak bu model, YZ tabanl goriintii analizlerinin adli
delil olarak kullanilabilmesi i¢in gereken teknik, hukuki ve usuli agamalar1 bir
biitlinliik i¢inde ortaya koyarak, hem uygulayicilar hem de yasa koyucular i¢in
sistematik bir degerlendirme ¢ergevesi sunmaktadir.

159 Giirkaynak, G., Yilmaz, 1., Yesilaltay, B., & Giiner, C. (2018). Stifling Artificial Intelligence: Human
Rights and Regulatory Challenges. Computer Law & Security Review, 34(3), 754-772.

160 Mittelstadt, B. D. (2019). Principles Alone Cannot Guarantee Ethical AL Nature Machine Intelligence,
1(11), 501-507.
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Sekil 1. Onerilen Modelin Akis Diyagrami

Bu ¢alisma, yapay zeka destekli goriintii analizlerinin adli bilisim alaninda-
ki kullanimina dair hem teknik hem de hukuki boyutlar: biitiinciil bi¢imde ele
alarak, mevcut literatiire ¢ok yonlii katki saglamaktadir. Her seyden dnce, mevcut
akademik literatiirde yer alan ¢aligmalar ¢ogunlukla yapay zeka teknolojilerinin
teknik yonlerine odaklanmakta; adli siireclerdeki hukuki gecerlilikleri ve normatif
temelleri sinirli bigimde ele almaktadir.’** Bu baglamda ¢aligsma, yapay zeka (YZ)
tabanli goriintli analizlerinin yalnizca algoritmik dogrulugu degil, ayni1 zamanda
Tiirk Ceza Muhakemesi Hukuku cercevesinde delil niteligi tasiyip tasimadigina
iliskin sistematik bir degerlendirme sunarak 6nemli bir boslugu doldurmaktadir.
Hukuki analiz yonilinden, mevcut kaynaklar cogunlukla genel ilkeler iizerinden
ylizeysel yorumlarla yetinirken, bu calismada Anayasa hiikiimleri, KVKK, Ceza
Muhakemesi Kanunu (CMK) ve Avrupa insan Haklar1 Mahkemesi (ATHM) igti-
hatlar1 dogrultusunda biitiinciil ve derinlemesine bir ¢ergeve olusturulmustur. Bu
yOniiyle aragtirma, teorik tartigmalarin 6tesine gegerek, normatif hukuk ile teknik
sistemler arasindaki etkilesimi somutlastiran bir igerik sunmaktadir. Uluslararasi
hukuk karsilastirmalar1 bakimindan da calisma, mevcut literatiirde siklikla gorii-
len siirh ve ylizeysel referanslarin 6tesine gecerek, Avrupa Birligi Yapay Zeka
Tiiziigii (AI Act), ABD’deki Daubert Standardi1 ve ATHM kararlar1 gibi diizenle-
meleri detayli bigimde incelemis; bunlarin Tiirkiye hukukuna olas1 yansimalarini
analiz etmistir.'* % YZ sistemlerinin delil niteligiyle ilgili degerlendirmelerde,

81 Giirkaynak, G., Y1lmaz, 1., Yesilaltay, B., & Giiner, C. (2018). Stifling Artificial Intelligence: Human
Rights and Regulatory Challenges. Computer Law & Security Review, 34(3), 754-772.

62 European Commission. (2021). Artificial Intelligence Act Proposal. COM/2021/206 final.
163 Daubert v. Merrell Dow Pharmaceuticals, Inc., 509 U.S. 579 (1993).
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literatiir gogunlukla soyut ve genel prensiplerle yetinmekteyken; bu ¢alismada
delil olarak kabul edilebilmesi i¢in gereken test edilebilirlik, tekrar edilebilirlik,
aciklanabilirlik, bilimsel gegerlilik gibi kriterler agik bigimde yapilandiriimistir.
Ayrica, “aciklanabilir yapay zeka (explainable Al)” kavrami, teknik baglamin
Otesine tasinarak adil yargilanma hakki, savunma hakki ve delil denetimi ile
iliskilendirilmis; bdylece yapay zekanin yargi siireglerine entegrasyonu hakkin-
da yeni bir yorum modeli sunulmustur. Etik ve veri koruma ydniinden ise ¢ogu
calismanin genel ilkelerle sinirli kalmasina karsin, bu ¢alismada veri 6nyargisi,
ayrimcilik riski, kisisel veri ihlali gibi somut problemler, hem KVKK hem de
GDPR (Avrupa Genel Veri Koruma Tiiziigli) perspektifinden ayrintili bicimde
degerlendirilmistir.*** Tiirkiye odaklilik bakimindan da bu ¢alisma, alandaki sinirli
sayida 6zgilin ¢calismadan biri olma 6zelligini tagimaktadir. Tiirkiye’nin mevcut
hukuki altyapisi incelenmis, yasal bosluklar belirlenmis ve uygulanabilir politika
ve yasa Onerileri sunulmustur. Onerilen ¢dziimler arasinda:

*  YZ s sistemlerinin tarafsizlik ve giivenilirligini denetleyecek teknik kurullar,
*  Adli bilisim alaninda uzman bilirkisiler i¢in egitim programlari,

¢ Mahkemelere sunulan analizlerin bilimsel seffaflikla belgelenmesi,

*  Etik denetim mekanizmalar1 (6rnegin: Adli Bilisim Etik Kurulu)

Son olarak, bu ¢alisma disiplinlerarasi yaklagimi ile 6ne ¢ikmaktadir. Lite-
ratiirdeki birgok ¢alisma yalnizca hukuki ya da teknik a¢idan degerlendirme ya-
parken, burada hukuk, bilgi glivenligi, yapay zeka miihendisligi gibi disiplinler
bir araya getirilerek, hukuk—teknoloji entegrasyonu uygulamali ve normatif bir
diizlemde incelenmistir.

Tablo 4. Karsilastirmali Literatiir Analizi ve Ozgiinliik Tablosu

Goodman Zarsk Bu Calisma
Kriter / Boyut | & Flaxman Y Erdogan (2022) " 13
(2016) (2025)
(2017)
Al kararlarinin Algoritmik Dijital delillerin Cjoru.n tu anal.121
R kararlarin .. 6zelinde derin
Avrupa’da . Tiirk hukuk e
Temel Konu . hukuki . . 0grenme
birey haklarina . sisteminde . . .
.. mesruiyet - . . | sistemlerinin delil
etkisi gegerlilik kriterleri e
sorunlari niteligi
Teorik Tiirk hukuku Tirk Ceza
. AB odaklidur, diizeyde .
Hukuki . odaklidir fakat Muhakemesi
. . ulusal hukuk | kalir, spesifik e . o
Degerlendirme . . Al ve goriintii 6zelinde Al
Do sistemlerine yargilama . S . .
Derinligi o . isleme tekniklerine | sistemleri detayli
sinirli deginir pratigi - . o
. deginmez analiz edilmistir
icermez

164 Wachter, S., Mittelstadt, B., & Floridi, L. (2017). Why a Right to Explanation of Automated
Decision-Making Does Not Exist in the General Data Protection Regulation. International Data
Privacy Law, 7(2), 76-99.
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Goodman

Kriter / Boyut | & Flaxman Zarsky Erdogan (2022) Bu Calisma
(2016) (2025)
(2017)
ey s Al sistemlerinin
} %lih;ton,, Kara kutu agiklanabilirlik,
- cexpranatio problemine Al sistemlerinin denetlenebilirlik
Al Seffaflig1 ve | kavramini isler | . e e
o . dikkat ¢eker, agiklanabilirligi ve seffaflik
Denetlenebilirlik | ancak teknik o - .. . .
¢Oziim degerlendirilmemistir | boyutlar teknik
detaylara o e
. oOnerileri zayif ve hukuki diizeyde
girmez
ele alimmistir
Uluslararast Yalmzea AB a“1ﬁllls<ﬁd1r AB, AIHM, ABD
Mevzuat odaklidir gulusal > | Uluslararasi hukuka | ve ulusal hukuk
(GDPR, AI atif sinirhdir birlikte analiz
Karsilagtirmasi farkliliklara .
Act) edilmistir
yer vermez
. Delil degil, Al tabanls
Delil konusu L goriintiilerin
.. . . karar Al analizleri - .
ATl’nin Delil yerine karar . . N dogrudan delil
s N . sistemlerinin dogrudan konu . .
Niteligi siiregleri ele .. . .. mi, teknik arag
mesruiyeti edilmemistir -
almmistir mi oldugu
odaklidir - LT
degerlendirilmistir
Uygulanabilir
Oneri Politika Hukuki Tirk hukukunda | 902Yde; yasa
- . . . .. degisikligi,
Gelistirme onerileri Oneriler teorik | sinirh Oneriler yer o oo
Lo . R egitim, etik ilkeler
Diizeyi geneldir diizeyde kalir alir e
gibi Oneriler
gelistirilmistir
GDPR Algoritmik KVKK, GDPR
. . N KVKK .
Etik ve Veri baglaminda ayrimcilik deserlendirmesi ve etik ayrimeilik
Koruma | degerlendirme | riskine dikkat | ©S8¢" CnCITmes riski birlikte ele
eksiktir
yapilir ceker almmistir
Derin 6grenme,
Teknik . TEk.mk . Teknik Teknik sistemlere gorunt.u analizi,
Detavlar mimari analiz | altyapiya yer desinilmemistir explainable Al
Y yapilmaz verilmez £ 3 gibi teknikler
aciklanmistir
Hukuk + Hukuk Hukuk, yapay zeka
Disiplinlerarast teknoloji temellidir, Yalnizca hukuk mithendisligi ve
Yaklasim sinirli diizeyde teknik disiplini i¢indedir | adli bilisim birlikte
entegredir | eksiklik vardir degerlendirilmistir

Yil: 17 Sa

yi: 65 (Ocak 2026)
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SONUC

Yapay zekd (YZ) ve ozellikle derin 6grenme temelli goriintii analiz sistem-
leri, son yillarda adli bilisim alaninda kokli bir paradigma degisimine zemin
hazirlamistir. Glivenlik kamerasi goriintiilerinin igslenmesi, olay yeri analizleri-
nin otomatiklestirilmesi, fail tespiti ve dijital delillerin dogrulanmas1 gibi kritik
siirecler, bu teknolojilerin sundugu yiiksek hiz, dogruluk ve ¢ok boyutlu analiz
kapasitesi sayesinde daha etkin ve sistematik bigimde yiiriitiilebilir hale gelmis-
tir.** Bu gelismeler dogrultusunda, yapay zeka sistemleri yalnizca teknik yardim
araglar1 olarak degil; maddi gergege ulasma siirecinde kritik rol tistlenen adli
karar destek sistemleri olarak degerlendirilmeye baglanmistir. Ancak s6z konusu
teknolojilerin adli siire¢lerde dogrudan delil iiretiminde kullanilmaya baglanma-
s1, yalnizca algoritmik basarilariyla degil; hukuki mesruiyet, yargisal denetle-
nebilirlik ve insan haklarina uygunluk kriterleriyle birlikte degerlendirilmesini
zorunlu kilmaktadir. Tiirk Ceza Muhakemesi Hukuku’nda gegerli olan delil ser-
bestisi ilkesi, her ne kadar mahkemeye sunulabilecek delillerin tiirii konusunda
genis bir yelpaze sunsa da, bu ilke sinirsiz bir serbestlik anlamina gelmemektedir
(Yenerer O., 2021). Bilakis, hukuka uygunluk, adil yargilanma ve insan onuruna
saygi gibi temel ilkeler dogrultusunda delil elde etme ve kullanma siiregleri siki
smirlarla tanimlanmistir. Bu durum, 6zellikle YZ sistemlerinin tirettigi ¢iktilardan
hangilerinin delil olarak kabul edilebilecegi, hangi tekniklerin CMK kapsamin-
da gegerlilik kazanabilecegi ve hangi durumlarda delilin reddine gidilecegi gibi
sorular1 giindeme tagimaktadir.’®® YZ sistemlerinin yargi siireclerinde kullanila-
bilmesi i¢in temel kosullardan biri, bu sistemlerin seffaf, denetlenebilir ve agik-
lanabilir olmasidir. “Kara kutu” olarak nitelendirilen yapay zeka modellerinin
ciktilari, eger teknik siirecler savunma makami ve yargi tarafindan anlasilamaz
ve sorgulanamaz nitelikteyse, etkin savunma hakki ciddi bi¢cimde ihlal edilebilir.
Nitekim Avrupa Insan Haklar1 Mahkemesi (AIHM) igtihatlarinda da, delil nite-
ligi tasiyan her unsurun mahkeme ve taraflarca sorgulanabilir olmas1 gerektigi
acikca belirtilmistir.**” Tiirkiye baglaminda degerlendirildiginde, YZ teknolojile-
rinin hukuka uygun ve giivenli bigimde adli siire¢lerde kullanilabilmesi i¢in kap-
saml1 bir mevzuat reformuna ihtiya¢ duyuldugu agiktir. Ozellikle KVKK, Ceza
Muhakemesi Kanunu (CMK) ve Bilirkisilik Kanunu ¢er¢evesinde, YZ temelli
analizlerin kullanim kogullari, kisisel veri giivenligi ilkeleri, bilirkisilik sinirlari
ve delil gegerliligi konularinda ayrintili diizenlemelere gidilmelidir. Ayrica, YZ
sistemlerinin teknik yapisiyla hukuki normlar arasindaki ugurumu kapatacak
yeni nesil bilirkisi egitimleri hayata gecirilmelidir. Sonug olarak, derin 6grenme
temelli goriintii analizlerinin yargi sistemine entegrasyonu, yalnizca teknik bir
gelisim olarak degil; ayn1 zamanda hukukun temel ilkeleriyle uyumlu ve insan

165 Lecun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.
166 Ceza Muhakemesi Kanunu, 5271 sayili Kanun, m. 206-217.
167 Avrupa Insan Haklar1 Mahkemesi, K. H. ve Digerleri/Tiirkiye, Bagvuru No. 48229/99, 2009.
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haklarina duyarli bir reform siireci olarak ele alinmalidir. Tiirkiye’nin bu alanda
atacagi adimlar, yalnizca adli sistemin verimliligini degil, ayn1 zamanda vatandag-
larin temel haklarinin korunmasi ve adalet sistemine duyulan toplumsal giivenin
artirtlmasi bakimindan da belirleyici olacaktir. Bu baglamda, YZ sistemlerinin
etik, hukuki ve teknik yonleriyle birlikte, cok boyutlu ve disiplinlerarasi bir re-
giilasyon ¢ercevesine kavusturulmasi, ¢gagdas ve giivenilir bir adalet sisteminin
insasi i¢in zorunludur.
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